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Minutes of the meeting of board of studies in Mathematics & Statistics                              

held on 20.09.08 at 10:30 a.m. in 209, Apaji Institute, Banasthali Vidyapith. 

 

1.  Prof. G.N. Purohit : Member 

2.  Dr. Pijus Kanti De : Member 

3.  Dr. Deepa Sinha : Member 

4.  Smt. Amala Olkha : Member 

5.  Sh. Om Prkash : Member 

6.  Dr. Shalini Chandra : Member 

7.  Dr. Rakhee : Member 

8.  Sh. Piyush Kant Rai : Member 

9.  Ms. Somya Upadhyay : Member 

10.  Sh. Praveen Kumar Garg : Member 

11.  Sh. Jahangir S. Khan : Member 

12.  Dr. Gauri Shankar : Member 

13.  Dr. Kiran Gaur : Member 

14.  Sh. Sharad Chandra Pandey : Member 

15.  Sh. Vikas Pareek : Special Invitee 

16.  Dr. Sarla Pareek : Convener 

 

Prof. R.C. Yadav, Varanasi, and Prof. B.K. Dass, Delhi, Prof. P.K. Banerjee, Jodhpur 

(External members), Dr. Vibha Sharma (Internal member) could not attend the meeting. 

 

1. The board of studies in Mathematics and Statistics started with paying tribute to the 

sad demise of Prof.Rekha Govil who was ex-convener of the board and dean of Apaji 

Institute. The board owes a lot for her endless efforts in building this Institution and 

taking all pains to give a concrete shape to the course designs of department of 

Mathematics and Statistics. 

2. The board confirmed the minutes of its last meeting of the Board of Studies held on 

November 2, 2007.  

3. The board examined the existing panel and updated the panel class wise and paper 

wise for each examination up to and inclusive of all Master’s degree Examinations 

keeping in view the Bye-law 15.03.02 of the Vidyapith. Updated panel is sent to the 

Examination and Secrecy.  
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4. The board reviewed the scheme of examination, curricula and syllabi of 

Undergraduate Semester system. 

In the courses and syllabi of Undergraduate Semester examination few revisions have 

been recommended as follows: 

 

Mathematics - 

In undergraduate scheme, paper 6.2 (Automata Theory and Mathematical Logic) and 6.3 

(Numerical Analysis) have been interchanged. The course “Automata Theory and 

Mathematical Logic” has been renamed as “Automata Theory”. Revised scheme is 

enclosed in Annexure-I. 
 

I sem – In the course 1.2 of Algebra in the units II, IV, V some modifications has been 

made. Changes made are enclosed in Annexure-II (a). 

 

The courses of III Sem (3.1,3.2,3.3,3.4), IV Sem (4.1,4.2,4.3,4.4), V Sem (5.1,5.2,5.3,5.4) 

and VI Sem(6.1,6.2,6.3,6.4) have been designed and enclosed in Annexure-II (a). 

 

The board discussed and agreed about the discontinuation of the honours course in 

Mathematics without loosing the relevant courses(papers-

1.1,1.2,2.1,2.2,3.1,3.2,4.1,4.2,5.1,5.2,6.1,6.2 )  as given in Annexure-I. 

 

Statistics – 

IV Sem-  In the course Statistical Inference and Quality Control in unit III (simple ideas 

only) will be replaced by (Normal Distribution).  

 

Applied Statistics: No change. 

 

     BCA –  

I Sem course 1.1  Mathematics I No change 

II Sem course 2.1 Probability & Statistics     No change 

III Sem course 3.1 Mathematics II No change 

V Sem course 5.1 Quantitative Tech. No change 

VI Sem course 6.1 Discrete Mathematics   No change 
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BA (CA) – 

I Sem  course 1.1  Mathematics I  No change 

III Sem  course 3.1 Mathematics II  No change 

IV Sem  course 4.3  Mathematics III  No change 

 

5. The board revised the syllabi of the Mathematics courses of B.Tech upto VI Semester 

and some recommendations have been made as  follows: 

 I/II sem: In Probability & Statistics course, in unit I before mathematical 

expectations ‘concept of random variable’ has been incorporated. (Revised 

syllabus is enclosed in Annexure-II(b)). 

 I/II sem – Calculus (Revised syllabus is enclosed in Annexure-II(b)). 

 V sem – Discrete Mathematics (syllabus is enclosed in Annexure-II(b)). 

 VI sem – Optimisation Techniques (syllabus is enclosed in Annexure-II(b)). 

 

6. The board reviewed the scheme of examination, curricula and syllabi of M.Sc. 

(Mathematical Sciences). The scheme was modified to keep the total credits of each 

specialization uniform in all Semesters. Also all core courses without practical 

components were allotted six hours per week and courses with practical component 

were allotted four hours per week for theory and four per week for laboratory 

practices. So the course of Discrete Mathematics was also given six hours per week 

instead of four hours per week. The edited proposed scheme along with the existing 

scheme is produced in the Annexure-III and the amended syllabus according to the 

class hours of Discrete Mathematics is proposed (Enclosed for the reference in the 

Annexure-IV). 

The board also proposed Computer Programming (paper 5) should be separately run 

from MCA course, since the approach of teaching these courses to Mathematics 

students is different as that of Computer Science students. 

 

In the courses and syllabi of M.Sc. (Mathematical Sciences), few revisions have been 

recommended as follows:  

IV sem      1) The course Differential Geometry has been revised. Syllabus is enclosed in  

                            Annexure-IV. 
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2)  The course Operation research with the minor changes has been proposed.    

Syllabus is enclosed in Annexure-IV. 

 

The above changes proposed are recommended to be introduced from the next session 

itself i.e. 2009-2010. 

7. The board reviewed the scheme of examination, curricula and syllabi of M. Phil 

programme. New scheme has been proposed and enclosed in Annexure-V(a). Board 

also has proposed some electives in the curricula as follows: 

a. Advanced  Differential Geometry 

b. Time Series Modeling 

c. Advanced Graph Theory 

d. Finite Element Methods  

Proposed syllabi are enclosed in Annexure-VI(b). 

8. The board proposed an interdisciplinary course in Bio-Statistics at post graduate level 

(M.Sc. in Bio-Statistics). The scheme, course and syllabi of the proposed course is 

enclosed in Annexure-VI. 

9. The board found the syllabus of the part time course run by Apaji Institute ‘Certificate 

course in Statistical Techniques & Applications’ to be up to the mark. 

10. The board reviewed the reports received from the examiners of different examinations 

in conjunction with the grievances. All the reports are found to be with good remarks 

but two of them with the average.   

11. The board evaluated periodical and final examination paper and found that most of 

them were analytic and application oriented depending on the nature of the course. In 

very few cases some misprint were found and also some were out of syllabus. Overall 

quality of question papers was up to the mark. 

12. The board reviewed the report submitted by faculty members on the suitability of the 

question paper being sent as a model paper of last year Semester /Question paper for 

this year as enclosed in Annexure VII. 

 

The Meeting ended with vote of thanks to the Chair. 
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                                                                                                                                                                                                         Annexure I 

Scheme of Examination 

B.A. / B. Sc. (Mathematics) 

 Existing (Semester Scheme) (2008-09) Proposed (Semester Scheme) (2009-10) 

Semester I Contact 
hours Semester II Contact 

hours 
 Semester I Contact 

hours 
 Semester II Contact 

hours 
1.1 
 
 
1.2 

Calculus 
 
 
Abstract Algebra 

4 
 
 

4 

2.1 
 
 
2.2 

Analytical 
Solid 
Geometry 
Linear Algebra 

4 
 
 

4 

1.1 
 
 
1.2 

Calculus 
 
 
Abstract Algebra 

4 
 
 

4 

2.1 
 
 
2.2 

Analytical  
Solid 
Geometry 
Linear Algebra 

4 
 
 

4 
Semester III  Semester IV  Semester III  Semester IV  

3.1 
3.2 

Real Analysis 
Differential 
Equations-I 

4 
 

4 

4.1 
4.2 

Mechanics-I 
Probability & 
Statistics 

4 
 

4 

3.1 
3.2 

Real Analysis 
Differential 
Equations-I 

4 
 

4 

4.1 
4.2 

Mechanics-I 
Probability & 
Statistics 

4 
 

     4 
3.3 
 
3.4 

Number Theory & 
Theory of Equations 
Vector Analysis 
&Tensor Calculus 

     4 
 
 
     4 

4.3 
 
4.4 

Integral 
Transforms 
Differential 
Equations-II 

     4 
 
 
     4 

3.3 
 
3.4 

Number Theory & 
Theory of Equations 
Vector Analysis 
&Tensor Calculus 

      4 
 
 
     4 

4.3 
 
4.4 

Integral 
Transforms 
Differential 
Equations-II 

     4 
 
 
     4 

Semester V  Semester VI  Semester V  Semester VI  
5.1 
 
 
5.2 

Discrete 
Mathematics 
 
Linear Programming 
& its Applications 

      4 
 
 
      4 

6.1 
 
 
6.2 

Complex 
Analysis 
Automata 
Theory & 
Mathematical 
Logic 

     4 
 
 
    4 

5.1 
 
 
5.2 

Discrete 
Mathematics 
 
Linear Programming 
& its Applications 

    4 
 
 
    4 

6.1 
 
 
6.2 

Complex 
Analysis 
 
Numerical 
Analysis 
 

     4 
 
 
     4 

5.3 
 
 
5.4 

Mechanics-II 
 
 
Advanced Calculus 

     4 
 
 
     4 

6.3 
 
 
6.4 

Numerical 
Analysis 
Industrial 
Mathematics 

    4 
 
 
    4 

5.3 
 
 
5.4 

Mechanics-II 
 
 
Advanced Calculus 

    4 
 
 
    4 

6.3 
 
 
6.4 

Automata 
Theory 
 
Industrial 
Mathematics 

     4 
 
 
     4 
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                                                                                                                                                                                                     Annexure II(a) 

                                                                                         1.2 – Abstract Algebra                                                            Contact hours: 65 

Existing Syllabus Proposed syllabus Remark 

 

Unit-I 

Set, relations, functions and binary 

operations. Binary operations in contrast to 

unary and ternary operations Group: 

Definition examples and simple properties 

of groups and subgroups.  

 

 

Unit-II 

Permutation groups, Cyclic groups, Cosets, 

Lagrange’s theorem. Homomorphism and 

isomorphism of groups, Cayley’s theorem. 

Automorphism group. 

 

Unit-III 

Normal subgroups and quotient groups, 

Fundamental theorem of homomorphism of 

groups (First, second and third theorem of 

 

Unit-I 

Set, relations, functions and binary operations. Binary 

operations in contrast to unary and ternary operations 

Group: Definition examples and simple properties of 

groups and subgroups.  

 

Unit-II 

Permutation groups, Cyclic groups, Cosets, Lagrange’s 

theorem. Homomorphism and isomorphism of groups, 

Cayley’s theorem. 

 

Unit-III 

Normal subgroups and quotient groups, Fundamental 

theorem of homomorphism of groups (First, second 

and third theorem of isomorphism) 

Unit-IV 

Rings: Definition and examples of rings Residue class 

rings, Special classes of rings, Integral domains, 

 

Srike-through portion is neglected in the 

proposed  syllabus since the topics are not 

upto the level of first year students.  
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isomorphism) 

 

Unit-IV 

Rings: Definition and examples of rings 

Residue class rings, Special classes of rings, 

Integral domains, Division rings (rings, 

Fields), Simple properties of rings,  

Subrings and Subfields. Ring 

homomorphism and ring isomorphism, 

Field of quotients of an integral domain. 

 

Unit-V 

Ideals, Principal ideal, Principal ideal ring, 

Quotient ring, Prime ideal, Maximal Ideal, 

Euclidean ring and its properties, Unique 

Factorization theorem, Polynomial rings. 

Division rings (rings, Fields), Simple properties of 

rings, Subrings and Subfields. Ring homomorphism 

and ring isomorphism. 

 

Unit-V 

Ideals, Principal ideal, Principal ideal ring, Quotient 

ring, Prime ideal, Maximal Ideal, Euclidean ring and 

its properties, Polynomial rings. 

 

Text / Reference Books: 

1. V.K. Khanna and S.K. Bhambri. A Course in Abstract Algebra, , 2nd rev.ed., Vikas Pub.house 1998, New Delhi 

2.  I.N.Herstein, Topics in Algebra  2nd ed.1975, Wiley Eastern, New Delhi 

3.  A.R.Vashistha, Modern Algebra , 2nd rev.ed., Krishna Prakashan Mandir,Meerut 1971. 
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4. B.A./B.Sc. II Year (Semester III) 

3.1 Real Analysis 

                                                                                                                          Contact Hours : 65 

 

Unit-I Set, Function, Bounded and unbounded set, Spremum and Infimum of a set. Limit point, 

closure of a set, closed and open set, interior and boundary point. Description of the real 

number system as a complete ordered field, Analytic properties of real number system. 

 

Unit-II Real sequences and their convergence, Cauchy sequence. Convergence of series:  

Comparison test, Root test, Ratio test, Rabbe’s test, DeMorgon and Bertrand test, Gauss 

test, Logarithmic and integral test, Leibnitz test. 

 

Unit-III Real valued function, limit of a function, continuous function and their  

   properties. Heine’s theorem, Uniform continuity. 

 

Unit-IV Derivability, Rolle’s theorem, Lagrange’s mean value theorem, Cauchy’s  

meanvalue theorem. Taylor’s and Maclaurin’s theorem. Power series, expansion  

of sinx,cosx, log (1+x), (1+x)n and ex. 

 

Unit-V Riemann integration, properties of Riemann integrals. Fundamental theorem of   

integral calculus. Point wise and uniform convergence, Mn-test, Weierstrass M-test, 

Abel’s test, Dirichlet’s test. Uniform convergence and continuity, term by term 

differentiation and integration. 

 

Text/Reference Books : 

1.     W. Rudin ,Principles of Mathematical Analysis(3rd ed.), McGraw Hill, 1976.   

2.      Royden, H.L.,Real Analysis (4th ed.), Macmillan, 1993.                                                   

3.     Apostol, T.M., Real Analysis, Narosa Publishing House, New Delhi 1985.                              

4.     Malik, S.C.& Arora, S., Mathematical Analysis, Wiley Eastern Ltd., New Delhi. 
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B.A./B.Sc. II Year 

(Semester III) 

3.2 Differential Equations -I 

                                                                                                         Contact Hours : 65 

 

Unit 1 Solution of differential equations of first order and first degree, Differential     equations 

of first order and any degree, Application of first order differential equation  

 

Unit 2  Singular Solutions & extraneous loci , Trajectories of a family of curves , Orthogonal 

trajectories  

 

Unit3   Linear differential equations with constant coefficients, Homogeneous Linear 

Differential Equations. 

 

Unit 4  Linear differential equations of second order,  The complete solution in terms of known 

integral, Method of removal of the first derivative (or Reduction to  

normal form or Change of dependent variable), Transformation. of equation by  

changing the independent variable, Method of variation of parameters. 

 

Unit 5  Simultaneous ordinary differential equations, Simultaneous equations of first  

 order,Exact Linear Differential Equations of any order, Total Differential equations. 

Text Books: 

1.Bansal, J.L.& Dhami, H.S: Differential Equations Vol. II, Jaipur Pub. House, 2004 

Reference Books: 

1. Raisinghania, M.D.: Ordinary and Partial Differential Equations, 9th Ed, S. Chand and    

Company, 2005 

2.  Bansal, J.L.& Dhami, H.S: Differential Equations Vol. II, Jaipur Pub. House, 2004 

3.Rai,Choudhary,Freedman:A Course in ordinary differential equations, Narosa Publishing 

House, New Delhi ,2002. 

4. George F.Simmons, Differential Equations:with applications & historical notes ,Tata Mc. 

Grawhill,NewDelhi , 1974. 
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B.A/ B.Sc. – II  Year 

Mathematics  (Semester III) 

3.3  Number theory and Theory of Equations 

                                                 

                                                                                                               Contact Hours  :   65 

Unit 1: Integers, well-ordering principle, induction, Fibonacci numbers, divisibility, prime    

numbers, distribution of primes, conjectures about primes, Greatest Common Divisor, least 

common multiple, Euclidean algorithm, fundamental theorem of arithmetic and applications,  

Unit 2: Dirichlet progressions, irrational numbers, Fermat factorization, linear Diophantine 

equations, perfect numbers, Mersenne numbers  

Unit 3: congruences , linear congruences, Euler's Theorem.,  computing powers (mod m) 

Chinese remainder theorem ,  Fermat's little theorem , Wilson’s theorem, primality testing 

and Carmichael numbers, properties of the Euler Phi function   

Unit 4: Public-key cryptography, RSA encryption method, Digital signatures, Diffie-

Hellman key exchange  

       Unit  5  :  Polynomials ; Definitions, Division, Synthetic Division, Application of   Synthetic 

Division, Remainder Theorem, Method of Undetermined coefficients, Roots of equations, 

Relation between roots and coefficients of an equation, Transformation of equations, 

Vanishing of term, Descartes’ Rule of Signs, Symmetric functions of roots of an equation, 

Equations whose roots are symmetric functions, Cubic equation ; Cardon’s solution.   

 

Text Books 

1. David M. Burton              :  Elementary Number Theory,  CBS Publishers and 

      distributors, New Delhi,  

2.  S.Barnard and J.M.Child                 :  Higher Algebra ,  Macmillan Co,  New Delhi, 2002.  

 

Reference Books : 

 

1. An Introduction to the Theory of Numbers – I. Niven and H. Zuckerman 

1980, 4th Edition, John Wiley & Sons, New York. 
  

2.     Elementary Number Theory & Its Applications – Kenneth Rosen  

       1987, 2nd Edition, Reading Mass Addison – Wesley. 
 

3.    William Burnside and A.W.Panton  :    Theory of Equations , Longman, London, 1909. 
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B.A./B.Sc. IIyr (III-Semester) 

3.4 Vector Analysis & Tensor Calculus 

Contact Hours. : 65 

Unit 1: Vectors and scalars (Def.). Multiple product of vectors. Scalar and vector triple products 

and their properties, condition for three vectors to be coplanar, scalar and vector product of four 

vectors, Vectors differentiation, derivative of the products of a constant & a vector. Derivative of 

sum & products of vectors. 
 

Unit 2: Partial differentiation of vectors, differential operator Del (V), gradient of a scalar point 

function, identities for gradient, level surfaces, Directional derivative, Divergence and curl of a 

vector, vector identities, vector integration : line integrals, surfaces and volume integrals, Gauss 

divergence Theorem, Greens & Stokes theorem. 
 

Unit 3:  Contravariant and covariant vectors, scalar invariant, tensors, contravariant, covariant 

and mixed tensors of second and higher orders. Symmetric and skew symmetric tensors. 

Addition and subtraction of tensors, outer or open product, contraction, inner product, quotient 

law, Reciprocal symmetric tensors of the second order. 
 

Unit 4:  Riemannian metric, length of a curve, magnitude of a vector, angle between two vectors, 

orthogonal vectors, associate tensors. The christoffel symbols, the laws of transformation of 

christoffel symbols.  
 

Unit 5: Covariant derivative of a scalar, a covariant and contra variant vector. Covariant 

derivative of tensors of second order. Covariant derivatives of sums, and products. Derived 

vector in a given direction. Covariant tensor, Ricci tensor and covariant curvature tensor. 

 

Text books /References: 

1. De, U.C. : Tensor Calculus. Alpha Science International Ltd.2007. 

2. Simmonds, James.G. :.A Brief On Tensor Analysis (Under graduate text in Mathematics), 

Springer  2nd ed. July,1997. 

3. Mathews, Paul.C.: Vector Calculus, Springer,ed.2000. 

4. Kay, David.C. : Schaum’s Outline series of Tensor Calculus.  

5. Spiegel, M.R.:Theory and problems of Vector analysis, Shaum’s outline series, 974 

6. Davis, H.F. Snider, A.D. : Introduction to vector Analysis, Universal Book Stall New Delhi 

1992.   
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B.A./B.Sc.-II Year 

(Semester IV) 

4.1 Mechanics I 

                                                                                                           Contact Hours 65 

Unit 1     Motion in a Plane Curve :Velocity and acceleration (radial, transverse, tangential and 

normal), motion of two particles connected by a string. 

 

Unit 2 Projectile on a horizontal plane, simple harmonic motion. 
 

Unit 3    Constrained motion:  Motion along a smooth vertical circle and smooth cycloid,   

Hooke’s law, motion of a particle attached to an elastic string.  
 

Unit 4     Composition and resolution of forces, equilibrium of forces acting at a point (Lami’s 

theorem only), parallel forces, moments. 
 

Unit 5 Friction-definition, statical friction, dynamical friction, limiting equilibrium-an inclined 

plane, common catenary. 

Text Book: 

1. Loney, S.L.; The elements of Statics & Dynamics, Part-I Statics, Cambridge University 

Press, Cambridge; 5th ed.1954. 

2. Loney, S.L; An Elementary Treatise on the Dynamics of a Particle and of Rigid Bodies, 

Metric Edition, Surjeet Publication, New Delhi,1988 

Reference Books 

1. Meriam, J.L. & Kraige, L.G.; Engineering Mechanics, John Wiley, New York, 1998. 

2. Meriam, J.L.; Dynamics, Wiley Eastern, New Delhi, 1970. 

3. Hafiz, G.N & Gupta, K.L.; Statics, S.Chand, Delhi, 1969. 

4. Gaur,Y.N,Mathur,A.K.&Goyal,M.C.;Dynamics,IndusValleyPublicaion,Jaipur,  2004 

5. Verma, B.G., Gupta,B.D.& Varshney,C.L; Statics, Pragati Prakashan, Meerut, 1967. 

6. Bali, N.P.; Dynamics, Laxmi Publications, New Delhi, 2000. 

7. Ray, M.; A Text Book on Dynamics, S.Chand and Co., New Delhi, 1972. 
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B.Sc. IV Sem 

4.2 Probability and Statistics 

               Contact Hours: 65 

Unit-1 Theory of Probability, Law of total and compound probability, Conditional Probability, 

Baye’s theorem, Random variable, Discrete random variable, Continuous random variable, 

Distribution function.                                                                

Unit-2: Measures of central tendency, Measures of dispersion, Moments, Sheppard’s correction 

(without proof), Skewness and Kurtosis. 

Unit-3 Mathematical expectation, Addition and Multiplication theorem of expectation, Moment 

generating functions, Cumulants and Cumulant generating functions. 

Unit-4 Discrete and Continuous probability distributions: Binomial, Poisson and Normal 

distributions with important properties. Fitting of Binomial, Poisson and Normal distributions. 

 

Unit-5 The principle of least squares and curve fitting , fitting of straight line and second degree 

parabola, fitting of the curves of type: abx  and axb ; correlation (Karl Pearson) and linear 

regression. 

Books Recommended: 

1. Gupta, S.C. & Kapoor, V.K.; Fundamentals of Statistics, Himalaya publications, 1992 

Mumbai. 

2. Gupta& Gupta: Business Statistics Himalaya publications, 1992 Mumbai. 

3. Gupta, S. C. & Kapoor, V. K.; Fundamental of Mathematical Statistics, 9th edition, Sultan 

Chand, 1994. 

4. Goon A. N, Gupta M. K. and Das Gupta, B. J.; Fundamental of Statistics – 2nd edition, 

World Press Pvt. Limited, 1980. 
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B.A/B.Sc. IV Semister 

4.3  Integral Transform 

      

                                                                                                               Contact hrs.- 65  

Unit-1: Laplace transform- Definition, Laplace transform of elementary functions, shifting 

theorems, change of scale property, Laplace transform of derivatives, Inverse Laplace transform, 

translation theorems, change of scale property, Inverse Laplace transform of derivatives, 

Convolution theorem. 

 

Unit-2: Application of Laplace transform to solution of ordinary differential equations: Solution 

of ordinary differential equations with constant coefficient, solution of ordinary differential 

equations with variable coefficients, solution of simultaneous ordinary differential equations. 

 

Unit-3: Fourier transform, Sine and Cosine transforms, Relation between Fourier & Laplace 

transform, Inversion formula, Convolution theorem. 

 

Unit-4: Applicatons of Fourier transforms in initial boundary value problems. Definition and 

elementary properties of Hankel transform. 

 

Unit-5: Mellin transform, Properties, Mellin transform of derivatives and integrals, Mellin 

inversion theorem. 

 

Text Book:  

1. Goyal, S.P. and Goyal, A.K.: Integral Transforms, Ist edition, JPH, 2005. 

2. Goyal, J.K. and Gupta, K.P.: Integral Transforms, Pragati Prakashan Meerut, 2005. 

3. Vashishtha A.R. and Gupta, R.K.: Integral Transforms, IIIrd edition, Krishna Prakashan 

Mandir Meerut, 1980. 

 

Reference Book:  

1. Sneddon Ian N.: The use of Integral Transforms, TMH, New Dehli, 1974. 

2. Davies, B.: Integral Transforms and their applications, Springer, New York, 1978. 

3. Goel, J.K. and Gupta, K.P.:Integral Transforms, IVth edition, Pragati Prakashan Meerut, 

1982. 
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B.A./B.Sc. II Year 

(Semester IV) 

4.4 Differential Equations -II 

                                                                                                         Contact Hours : 65                                                                                                

Unit 1   Exact linear and non-linear differential equations, Riccati’s equation, Non-Linear  

differential equations of particular forms, Existence and uniqueness of the 

solution of differential equations. 

Unit 2   Solution in series: Solution of the second order differential equations of the form d2y/dx2 

+ P dy/dx + Qy=0, where P and Q are functions of x, Indicial 

equations and its roots, Legendre differential equation, Bessel’s differential  

equation. 

Unit 3  Classification & Formulation of partial differential equation, Lagrange’s Linear 

Equation(Pp + Qq = R)& its solution , Non-linear PDE’s of first order & their  Particular 

forms, Charpit’s Method.  

Unit 4   Linear Partial Differential equations with constant coefficients. Homogeneous equations, 

Non homogeneous equations. 

Unit 5   Partial Differential equation of second order with variable coefficients. 

    Monge’s Methods, Separation of Variables, Cannonical Forms. 

 

Text Books: 

1.Bansal, J.L.& Dhami, H.S: Differential Equations Vol. II, Jaipur Pub. House, 2004.       

Reference Books: 

1.Raisinghania, M.D.: Ordinary and Partial Differential Equations, 9th Ed, S. Chand and 

Company, 2005 

2.Piaggio, H.T.H: An elementary treatise on differential equations and their  applications,  CBS 

Publishers,New Delhi,  1985 

3.Coddington, E.A.: An introduction to ordinary differential equations, Prentice Hall of India, 

2002 
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B.Sc. V Semester 

5.1 Discrete Mathematics                                                     

 Contact Hours – 65 

 

Unit 1  Sets and multisets, Relations and functions, Equivalence relations, Partial order relations, 

Chains and antichains. Permutations, Combinations, Selection with & without replacement, 

Permutation and combinations of multisets. Discrete probability, the rules of sum & product. 

 

Unit 2 Basic concepts of graph theory, Multigraph and weighted graphs, Paths & circuits. Matrix 

representation of graphs, Eulerian path and circuits, Hamiltorian path and circuits. Shortest path 

in weighted graph, Planar graphs.  

 

Unit 3 K-connected and K-edge-connected graphs. Chromatic number, Edge colouring of graphs, 

Vazing's theorem. Trees and cut sets - Trees, Rooted trees, Path lengths in rooted trees, Spanning 

tree and cut set, Minimum spanning tree.  

 

Unit 4 Pigeon hole Principle, Inclusion-Exclusion principle. And discrete numeric functions - 

manipulation of numeric functions. Asymptotic behavior of numeric function. Generating 

functions, Recurrence relations, linear recurrence relation with constant coefficients and their 

solutions. 

 

Unit 5  Boolean Algebra, Lattices, Uniqueness of finite Boolean Lattices, Boolean functions and 

Boolean expression, Propositional Calculus. 

 

Text/Reference Books : 

1. Elements of Discrete mathematics; C.L. Liu McGraw Hill, International editions, 1985. 

2. Graph Theory; Narsingh Deo; Prentice Hall of India, 2002 

3. Discrete Mathematics and it’s Applications, Kenneth H. Rosen, McGraw Hill, 1999  

4.  Foundation of Discrete Mathematics; K.D. Joshi; Wiely Eastern Ltd., 1989 
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B.A./ B.Sc. V Sem 

5.2 Linear Programming and Its Applications 

 

Total Contact Hours : 65 

 

Unit 1  Linear Programming Problem: Definition, Formulation of LPP, Graphical Method 

Unit 2 Simplex Method, Big-M and Two-Phase Method, Degeneracy, Resolution of degeneracy. 

Limitation of LPP. 

Unit 3 Duality in LPP, Important results in Duality, Dual Simplex Method. 

Integer Programming: Definition, Gomory’s Method. 

Unit 4 Transportation: Definition, Solution by Simplex Method. 

Assignment: Definition, Solution by Simplex Method. 

Unit 5 Game Theory: Definition, 2 person zero-sum Game, Game with mixed strategies Solution 

by using Simplex Method. 

 

Text Books : 

1. Kambo, N.S., Mathematical programming Techniques Affiliated East-West Press Ltd.  

2. Dipak Chatterjee, Linear Programming and Game Theory, Prentice Hall India, 2005. 

Reference Book: 

1. Kanti Swarop, P.K. Gupta and Man Mohan, Operations Research, Sultan Chand,  1997. 

1. Hamdy A. Taha, Operations Research an Introduction, Prentice Hall India, 1997. 

2. S.D. Sharma, Operations Research, Kedar Nath Ram Nath, 1994. 

 

B.A./B.Sc.- V Semester 

5.3 Mechanics II 

        Contact hours :65 

 

Unit 1 Equilibrium of a rigid body under action of three forces, Center of gravity- of an arc, 

plane area, solid of revolution, surface of revolution. 

Unit 2  Virtual work: definition, measurement of work, principle of virtual work for a system 

of co-planer forces acting at different points of a rigid body; Introduction to bending 

moments with simple problems on beams and rods. 
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Unit 3 Motion in a plane: polar coordinates- radial and cross-radial components of velocity 

and acceleration, angular velocity and acceleration, Equation of motion in polar 

coordinates, vertical motion of particle in resisting medium (varying as velocity). 

 

Unit 4 Central Orbits: definition of central orbit, Differential equation of the central orbit, 

Differential equation of the central orbit in pedal form, Angular momentum. 

 

Unit 5 Tangential and Normal Acceleration: Tangential and normal velocities and 

accelerations, Tangential and Normal equation of a motion of a particle. Equation of 

motion of a particle along a smooth plane curve and rough plane curve. 

Text Book: 

1. Loney, S.L.; The elements of Statics & Dynamics, Part-I Statics, Cambridge University 

Press,1954 

2. Gaur,Y.N, Mathur, A.K.& Goyal,M.C.;Dynamics, Indus Valley Publicaion, Jaipur,  2004. 

Reference Books: 

1.    Meriam, J.L. & Kraige, L.G.; Engineering Mechanics, John Wiley, New York, 1998. 

2.    Meriam, J.L.; Dynamics, Wiley Eastern, New Delhi, 1970. 

3.    Hafiz, G.N & Gupta, K.L.; Statics, S.Chand, Delhi, 1969. 

4.    Verma, B.G., Gupta,B.D.&Varshney,C.L; Statics, Pragati Prakashan, Meerut, 1967. 

5.    Bali, N.P.; Dynamics, Laxmi Publications, New Delhi, 2000. 

6.  Ray, M Sharma, G.C.; A Text Book on Dynamics, S.Chand and Co., New Delhi,1972      

7.  Sharma,K.C., Gokhroo, D.C.,Saini, S. R.;Elements of Statics, Jaipur Publishing   House,1996.     

8.  Gokhroo, D.C., Saini,S.R., Arora,S.R. ;Elements of  Dynamics, Jaipur Publishing House,1982    
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B.A./B.Sc. III Year 

                                       Mathematics Honours (Semester V) 

                                                   5.4 Advanced Calculus                                                     

                                                                                                          Contact Hours: 65                                                  

Unit 1     Limit of functions of two variables, continuity, partial differentiation. 

Unit 2 Partial derivatives of higher order, Schwarz’s theorem, Young’s theorem, 

Homogeneous functions of three variables. 

Unit 3 Maxima and Minima, Restricted maxima and minima, Largrange’s multiplier, 

Jacobian. 

Unit 4 Legendre’s Polynomials Pn(x), Qn(x), Rodrigue’s formula, Orthogonality of 

Legendre’s Polynomials, Recurrence formulae. 

Unit 5 Bessel’s equation, Bessel’s function, Recurrence formulae, Orthogonality, Generating 

function, Trigonometric expansion involving Bessel’s function, Bessel’s integrals. 

Text Books:  

1. Malik S. C. & Arora S.: Mathematical Analysis; 2nd edition, Wiley Eastern, New                                  

      Delhi,1991 (Chapters- 15 & 16). 

2. Bansal J. L.& Dhami H. S.: Differential Equations Vol. II, 2004 (Chapters- 13 & 14). 

References Books: 

1. McQuarrie D. A.: Mathematical Methods for Scientists and Engineers; University 

Science Books, Sausalito, California, 2003. 

2. Spiegel, Murray: Advanced Calculus, Schaum’s Outline Series, McGraw- Hill, 1963. 

3. Apostol T. M.: Mathematical Analysis, 2nd edition, Narosa Publishing House, Delhi, 

1974. 

4. Rainville E. D.: Special Functions, Chelsea Publishing Company, New York, 1971.  
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B.A./B.Sc III year 

Mathematics ( Semester – VI ) 

6.1  Complex Analysis 

 

                                                                                                     Contact Hours  :   65  

                                     

Unit-1 Complex  Numbers , Analytic Functions,  Necessary and sufficient condition for a 

function to be analytic,  Polar form of Cauchy  Riemann equations , Construction of an analytic 

functions.                                  
 

Unit-2 Conformal Transformation and representation ,  Bilinear Transformation   

Transformations   Z.log   W and  e   W ,  Z  W ,  ZW Z2  . 
 

Unit-3 Complex Integration – Definition, Cauchy’ theorem, Cauchy’s Goursat’s Lemma, 

Cauchy’s theorem,  Cauchy’s integral formula and its generalized form ,  Morera’s theorem , 

Liouville’s theorem , Taylor’s and Laurent’s expansion 

 

Unit-4 Singularities: Zeros of an analytic function, singular points,  Different type of 

singularities, Residue at a pole, Residue at infinity, Cauchy’s residue theorem, computation of 

residue at a  (i) simple pole , (ii) multiple pole. 

                                                

Integration round the unit circle, Integration of f(z) when it has no pole on the        real line,  

Integration of f(z) when it has poles on real line. 

 

Text / Reference  Books: 

 

1. G.N.Purohit  and  S.P.Goyal     :  Complex Analysis,  Jaipur Publishing House, Jaipur, 2005. 

2. J.N. Sharma                              :   Functions of a Complex Variable, Krishna Prakashan, 

                                                          Meerut, 1998.          

3. L.V. Ahlfors                             :   Complex Analysis, McGraw-Hill, New York, 1953.  

4. Walter Rudin                           :    Real and Complex Analysis ,  New Delhi, 2006. 

5. J.B.Conway                             :    Function of one complex variable, Springer, New York,  

                                                          2 ed. 1978.    
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B.A./B.Sc. III Year 

Mathematics (Semester VI) 

6.2 Numerical Analysis 

                                                                                                          Contact Hours: 65 

Unit 1 Error- its sources, propagation and analysis, Numerical solution of system of linear 

equations, Direct methods-The matrix inversion method, Gauss elimination method, 

Gauss–Jordan method, Iterative methods- Gauss-Jacobi Method, Gauss Siedel method. 

Unit 2 Differences, Relation between difference and derivatives, Differences of polynomials, 

Newton’s formula for forward and backward interpolation, Divided differences and 

simple differences, Newton’s general interpolation formula, Lagrange’s interpolation 

formula, Error in interpolation. 

Unit 3 Numerical differentiation and numerical integration- Simpson’s, Weddle’s and 

Trapezoidal rules, Newton’s Cotes Quadrature formula, Gauss Quadrature formula. 

Unit 4  Root finding for nonlinear equations (Transcendental and Algebraic equations), 

Iterative method, Bisection method, Regula-Falsi method, Newton Raphson’s method, 

order of convergence. 

Unit 5 Numerical solution of first and second order differential equations, Euler’s Method, 

Picard’s Method, Taylor’s series approximation, Runge-Kutta’s Method . 

Text Books: 

1. Sastry, S.S.: An Introductory Methods in Numerical Analysis, 4th ed, P.H.I, New 

Delhi, 2005.. 

2. Bansal J.L and Ojha J.P.N.:  Numerical Analysis, J.P.H, Jaipur, 1991. 

Reference Books :- 

                  1.   Atkinson, Kendall E.: An Introduction to Numerical Analysis, 2nd ed,  

                         John Wiley, New York, 2001. 

 2. De P.K.: Computer Based Numerical Methods and Statistical Techniques, 1st ed, 

CBS Publication, New Delhi, 2006. 
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B.A/B.Sc –III Year 

Mathematics  (Semester-VI ) 

6.3 Automata Theory 
 

                                                                                          Contact Hours  :  65 

Unit 1: Finite Automata and Regular Expressions: Alphabets, strings, Languages, states, 

transitions, Introduction to FA, Non-deterministic Finite Automata, Regular Expressions.  

Unit 2: Properties of Regular Sets , The Pumping Lemma for Regular Sets , Closure Properties 

of Regular Sets , Decision Algorithms for Regular Sets. 

Unit 3: Context-Free Grammars, Pushdown Automata: Derivation Trees, Simplification of 

Context-Free Grammars, Normal Forms, Pushdown Automata. 
 

Unit 4: Properties of Context-Free Languages: The Pumping Lemma for CFL's, Closure 

Properties of CFL's, Decision Algorithms for CFL's , The Chomsky Hierarchy  
 

Unit 5: Turing Machines: Computable Languages and Functions, Church's Hypothesis, 

Undecidability , Properties of Recursive and Recursively Enumerable Languages, Universal 

Turing Machines , PCP 

Text books: 

1. M. Chandrasekaran, and K.L.P. Mishra: Theory of Computer Science: Automata, Language 

and Computation, Prentice Hall of India. 

2. J.E. Hopcroft, J.D. Ullman, R. Motwani: Introduction to Automata, Languages, and 

Computation, Prentice Hall of India.  
 

Reference Books:  

1. H.R. Lewis, C.H. Papadimitriou: Elements of the Theory of Computation, Prentice Hall, 2nd 

Edition, 1998. 
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B.A./ B.Sc. VI Sem 

6.4 Industrial Mathematics 

 

Total Contact Hours : 65 

Unit 1 Decision Theory: Payoff table, decision under uncertainty, decision under risk; Bayesian 

decision rule; decision tree. 

Unit 2 Queueing Theory: Markovian Queues (M/M/1, M/M/c, finite and infinite capacity and 

population), Application of queueing theory in Manufacturing systems including machine 

maintenance. 

Unit 3 Reliability Theory: Coherent structure, reliability of system of independent components 

(Series, Parallel, stand configuration, (k,n) systems, Bridge structure), Reliability models 

of non-maintained systems. 

Unit 4 Network Scheduling : CPM (Critical Path Method) PERT (Project evaluation and review 

technique), Determination of the float; Resource analysis and allocation. 

Unit 5 Statistical Quality Control: Introduction to statistical quality control, Process control: 

Control charts (X, R, p, pn), Product Control: Single sampling inspection plan. 

 

Text Books : 

1. Harvey M. Wagner, Principal of Operations Research, Prentice Hall. 

2. S.D. Sharma, Operations Research, Kedar Nath Ram Nath, 1994. 

3. John, G. Rau, Optimization and probability in systems engineering, Van Nostrand 

Reinhold Company, 1970. 

Reference Book: 

1. Hamdy A. Taha, Operations Research an Introduction, Prentice Hall India, 1997. 

2. Kanti Swarop, P.K. Gupta and Man Mohan, Operations Research, Sultan Chand, 1997. 
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Annexure III(b) 

B.Tech (CSE/EC/IT/BT/CE) (I Sem) 

                                  CALCULUS 

 

            Contact hours: 65 

Existing Syllabus Proposed syllabus Remarks 

                            Section A 

 

Differential calculus: Quick review of 

functions, limit of functions, evaluation of 

limits of functions, derivative of a 

function. Derivative of xn, sin x, cos x, ex, 

log x by abinitio method, differentiation 

of algebraic, circular, exponential and 

logarithmic functions, differentiation of 

inverse trigonometrical functions of sum, 

difference, product & quotients of two 

functions  

 

Tangents and Normals : sub-tangent and 

sub-normal (Cartesian & Polar forms), 

Curvature, Partial differentiation with 

Euler’s theorem and its applications, 

Maxima and minima of two variables 

including method of undetermined 

multipliers, Asymptotes, Curve 

tracing(Cartesian, Parametric & Polar). 

 

 

                             Section B 

 

Integral calculus: Integration as inverse 

operation of differentiation,   indefinite 

integrals, Integration of simple functions, 

                    Section A 

 

Differential calculus: Functions, limit of 

functions, evaluation of limits of 

functions, derivative of a function. 

Derivative of xn, sin x, cos x, ex, log x by 

abinitio method, differentiation of 

algebraic, circular, exponential and 

logarithmic functions, differentiation of 

inverse trigonometrical functions of sum, 

difference, product & quotients of two 

functions (Quick review) 

 

Tangents and Normals : sub-tangent and 

sub-normal (Cartesian & Polar forms), 

Curvature, Partial differentiation with 

Euler’s theorem and its applications, 

Maxima and minima of two variables 

including method of undetermined 

multipliers, Asymptotes, Curve 

tracing(Cartesian, Parametric & Polar). 

                     Section B 

 

Integral calculus: Integration as inverse 

operation of differentiation,   indefinite 

integrals, Integration of simple functions, 

integration by substitution, integration by 

parts, properties of definite integrals 

 

1.Matter in bold, 

italic & crossed is 

deleted. 

 

2.Proposed added 

material is shaded 

in grey.  

 

3.Matter in contrast 

(black background 

& white letters ) is 

shifted & the 

material brought as 

a result of shift is 

also in contrast. 
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integration by substitution, integration by 

parts, properties of definite integrals 

(without proof). 

Reduction formula, Multilple integrals, 

Change of order of integration in double 

integrals, Change of variables. 

Quadrature, Rectification, Volume and 

Surface of revolution. 

                       

                         Section C 

 

Differential Equations: Solutions of 

Differential Equations of first order & 

first degree, Differential equation of first 

order and any degree, Singular solutions, 

Linear Differential equations with 

constant coefficients, linear homogeneous 

equations of any order. Simultaneous 

ordinary differential equations: 

Simultaneous equations of first order. 

Total differential equations, Methods of 

solving total differential equations. 

 

(without proof). 

Multilple integrals, Change of order of 

integration in double integrals (constant 

limits), Change of variables. 

Quadrature, Rectification, Volume and 

Surface of revolution. 

 

 

 

                      Section C 

 

Differential Equations: Solutions of 

Differential Equations of first order & 

first degree, Differential equation of first 

order and any degree, Linear Differential 

equations with constant coefficients, 

linear homogeneous equations of any 

order. Simultaneous ordinary differential 

equations: Simultaneous equations of first 

order. Total differential equations, 

Methods of solving total differential 

equations. 

 

 

 

Books Recommended: 

1. Advanced Engineering Mathematics:E. Kreiszyg, New Delhi, New Age International,1997 

2. Differential Calculus: Shanti Narayan, Delhi, Shyam Lal Charitable Trust, 1981 

3.  Integral Calculus: Shanti Narayan, Delhi: S. Chand, 1982 
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B.Tech I / III Sem 

CSE / EC / IT / BT / CE  

2.1 / 1.1 Probability & Statistics 

 

         Contact hours: 65 

Existing Syllabus Proposed syllabus Remark 

 

Section A  

Basic concepts of Probability, Classical, 

Empirical and Axiomatic approach to 

Probability. Addition and Multiplication 

theorems of Probability. Bay’s theorem and 

its simple applications. Marginal, Joint and 

conditional probability. 

Mathematical Expectation: Expectation of 

sum & products of random variables, 

variance & covariance. 

 

 

 

 

 

Section B 

Correlation & Regression Karl Pearson 

coefficient of Correlation. Partial and 

Multiple Correlation (upto three variable 

only) 

Probability Distributions: Binomial, 

Poisson, Normal, Rectangular & 

Exponential distributions with simple 

applications. Fitting of Binomial, Poisson, 

and, Normal distributions. 

 

 

 

Section A  

Basic concepts of Probability, 

Classical, Empirical and Axiomatic 

approach to Probability. Addition and 

Multiplication theorems of 

Probability. Bay’s theorem and its 

simple applications. Marginal, Joint 

and conditional probability. 

 Concept of Random Variable and 

Mathematical Expectation: 

Expectation of sum & products of 

random variables, variance & 

covariance. 

 

 

Section B 

Correlation & Regression Karl 

Pearson coefficient of Correlation. 

Partial and Multiple Correlation (upto 

three variable only) 

Probability Distributions: Binomial, 

Poisson, Normal, Rectangular & 

Exponential distributions with simple 

applications. Fitting of Binomial, 

Poisson, and, Normal distributions. 

 

 

 

 

 

 

Before discussion of  

Expectation  concept 

of random variable is 

required 

 

 

 

 

 

 

 

 

 

 

 No Change 
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Section C 

Sampling distribution, Standard Error, 

Simple random sampling and stratified 

random sampling with their role. 

Test of significance for mean, variance, 

Proportion and correlation coefficient. Test 

of goodness of fit and independence of 

attributes. Analysis of variance with one 

observation per cell. 

 

Section C 

Sampling distribution, Standard Error, 

Simple random sampling and stratified 

random sampling with their role. 

Test of significance for mean, 

variance, Proportion and correlation 

coefficient. Test of goodness of fit and 

independence of attributes. Analysis 

of variance with one observation per 

cell. 

 

 

 

 

 

No change 

 

 

Text books: 

1. Gupta, S. C. & Kapoor, V. K.; Fundamental of Mathematical Statistics, 9th edition, Sultan 

Chand, 1994. 

2. Goon A. N, Gupta M. K. and Das Gupta, B. J.; Fundamental of Statistics – 2nd edition, 

World Press Pvt. Limited, 1980 

 

Reference books: 

 

 1. Goon A. N, Gupta M. K. and Das Gupta, B. J.; An outline of Statistical Theory, 2nd edition, 

World Press Pvt. Limited, 1980 

3. Mood M. Alexander, Graybill, F. & Boes C. Duane, Introduction to the theory of 

Statistics, 3rd edition, Tata Mc – Graw Hill, New Delhi, 2001. 

 
B.Tech.(CS)  V Sem                                                                   

Course : Discrete Mathematics                             
                               Total lecturer – 65 

 
Section – A 

 

Sets and multisets, Relations and functions, Equivalence relations, Partial order relations, Chains 

and antichains. Permutations, Combinations, Selection with & without replacement, Permutation 

and combinations of multisets. Discrete probability, the rules of sum & product. Pigeon hole 

Principle, Inclusion-Exclusion principle. 
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Section – B 
 

Basic concepts of graph theory, Multigraph and weighted graphs, Paths & circuits. Matrix 

representation of graphs, Eulerian path and circuits, Hamiltorian path and circuits. Shortest path 

in weighted graph, Planar graphs. 

K-connected and K-edge-connected graphs. Chromatic number, Edge colouring of graphs, 

Vizing's theorem. Trees and cut sets - Trees, Rooted trees, Path lengths in rooted trees, Spanning 

tree and cut set, Minimum spanning tree.  

 

Section – C 
 

Discrete numeric functions - manipulation of numeric functions. Asymptotic behavior of numeric 

function. Generating functions, Recurrence relations, Linear recurrence relation with constant 

coefficients and their solutions. Homogeneous solution, Particular solution & total solutions. 

Solution by the method of generating functions. 

Boolean Algebra, Lattices, Uniqueness of finite Boolean Lattices, Boolean functions and 

Boolean expression, Propositional Calculus. 

 

 

Text/Reference Books : 
4.  Elements of Discrete mathematics; C.L. Liu McGraw Hill, International editions, 1985. 
5.  Graph Theory; Narsingh Deo; Prentice Hall of India, 2002 
6.  Discrete Mathematics and it’s Applications, Kenneth H. Rosen, McGraw Hill, 1999  

7.   Foundation of Discrete Mathematics; K.D. Joshi; Wiely Eastern Ltd., 1989 

8.   Discrete Mathematical Structures for Computer Science,  Bernard Kolman & Robert C. 

Busby, Prentice Hall of India, 1988. 

9.  Discrete Mathematical Structures with  applications to Computer Science, J.P Tremblay    

& R. Manohar, Tata Mc Graw Hill Book  Co. 1988. 
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B.Tech (CS) VI Semester 

Paper: Optimization Techniques 

                                                                                                                           Contact Hours : 65 

Section– A 

 

Classical Optimization Techniques: Single variable, Multi variable, Optimization of 

multivariable with equality and inequality constraints, Linear Programming: Graphical Analysis, 

Principles of Simplex method, Simplex Method in tabular form, Big-M, Degeneracy & Cycling. 

Duality and Dual Simplex method, Transportation problems and Assignment problems.  

 

Section – B 

Nonlinear programming- Single variable optimization: Unimodal, Elimination Method, 

Interpolation Method; Unconstraint optimization: Direct search method, Random search method, 

Grid search method, Netwon’s method. Constrained optimization: Characteristics of constrained 

problem, Random search method, Augmented Lagrange multiplier method, Khun-Tucker 

conditions; Quadratic programming, method due Beale’s & Wolfe’s; Separable programming.  

 

Section- C 

Network Analysis: Introduction of Network analysis, shortest path problem PERT & CPM. 

Updating of PERT charts, project planning and scheduling with CPM & PERT, Time-cost 

optimization. Queueing Theory: Probability description of arrivals and service times, objectives 

and different characteristics of a queueing system, deterministic queueing system (M/D/1, 

D/M/1, D/D/1), steady-state behaviour of Markovian and Earlangian Models. (M/M/1, M/M/c). 

Optimal Design of queueing system. 

 

Text Books: 

1. Ronald, L. Rardin, Optimization in Operations Research; Pearson Education. 

2. F.S. Hiller and G.J. Lieberman; Operations Research; Pearson Education. 

3. H.M. Taha; An Introduction Operational Research; Macmillan & Co. 

4. S.K. Jain and D.M. Mehta; Optimization Engineering; Jaipur Publishing House. 
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Annexure III 
Scheme of examination – M.A./M.Sc. Mathematical Sciences 

Existing Scheme of Examination Proposed Scheme of Examination  

Semester I (Pure/TCS/O.R./Statistics) (2008-09) Semester I (Pure/TCS/O.R./Statistics) (2009-10) 

  Contact  
Hour/week 

Cont. Ass. 
Marks 

Ann. Ass. 
Marks 

Total Marks   Contact  
Hour/week 

Cont. Ass. 
Marks 

Ann. Ass. 
Marks 

Total Marks 

  T P T P T P T P   T P T P T P T P  

1. Abstract Algebra  6 0 30 0 60 0 90 0 1. Abstract Algebra  6 0 30 0 60 0 90 0  

2. Real Analysis 6 0 30 0 60 0 90 0 2. Real Analysis 6 0 30 0 60 0 90 0  

3. Discrete Mathematics  4 0 20 0 40 0 60 0 3. Discrete Mathematics  6 0 30 0 60 0 90 0  

4. Probability and Statistics  4 4* 20 10 40 20 60 30   4. Probability and Statistics  4 4* 20 10 40 20 60 30  

5. Computer Programming  4   8** 20 20 40 40 60 60 5. Computer Programming  4 4** 20 10 40 20 60 30  

 Total 24 12 120 30 240 60   360 90 = 450  Total 26 8 13
0 

20 260 40 390  60 = 450 

 *   Programming in Fortran on Statistical Techniques. 
** Programming in C 

*   Programming in Fortran on Statistical Techniques. 
** Programming in C 

  

 

 

Scheme of examination – M.A./M.Sc. Mathematical Sciences II, III & IV semester (Pure Maths/ TCS/ OR/ Stats): No Changes. 
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M.Sc. I Sem.                              Annexure IV 

                 Course : Discrete Mathematics 

                                                                                                                             

                                                                                Contact Hours Total lecturer – 90 

  

Section Existing Syllabus Proposed Syllabus Remark 

A Sets and multisets, Relations and 

functions-properties of binary relations, 

Equivalence relations, Partial order 

relations, Chains and antichains. 

Permutations, Combinations, Selection 

with & without replacement, 

Permutation and combinations of 

multisets. Discrete probability, The rules 

of sum & product, Generation of 

permutation and combinations. Boolean 

Algebra, Lattices, Boolean functions 

and Boolean expression, Propositional 

Calculus. 

Sets and multisets, partial order 

relations, Chains and antichains.  

Permutation and combination of 

multisets.  

Pigeon hole Principle, Inclusion-

Exclusion principle, Derangements. 

Discrete numeric functions, Generating 

functions, Recurrence relations, linear 

recurrence relation with constant 

coefficients and their solutions. Solution 

by the method of generating functions.  

Boolean Algebra, Lattices, Uniqueness 

of finite Boolean Lattices, Boolean 

functions and Boolean expression. 

Propositional Calculus. 

Crossed 

matter is 

deleted and 

shaded grey 

matter is 

added 

B Basic concepts of graph theory, 

Multigraph and weighted graphs, Paths 

& circuits. Matrix representation of 

graphs, Eulerian path and circuits, 

Hamiltorian path and circuits. Shortest 

path in weighted graph, Planar graphs, 

K-connected and K-edge-connected 

graphs. Chromatic number, Edge 

colouring of graphs, Vizing's theorem. 

Trees and cut sets - Trees, Rooted trees, 

Path lengths in rooted trees, Spanning 

tree and cut set, Minimum spanning 

tree. 

Basic concepts of graph theory. Directed 

graph. Euler graph. Hamiltonian graph. 

Matrix representation of graphs. 

Shortest path in a weighted graph. K-

connected and K-edge-connected 

graphs. Planar graphs. Coloring of 

graphs, Vertex colouring of graphs, 

Edge colouring of graphs, Vizing's 

theorem.  

Trees: Rooted trees, Spanning tree and 

Cut set, Minimum-spanning tree. Flow 

network in a graph, max-flow- min cut 

theorem. 

Shaded grey 

matter is 

added 
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C Pigeon hole Principle, Inclusion-

Exclusion principle. and Discrete 

numeric functions - manipulation of 

numeric functions. Asymptotic 

behavior of numeric function. 

Generating functions, Recurrence 

relations, Linear recurrence relation 

with constant coefficients and their 

solutions. 

Types of Enumeration, Counting 

Labeled Trees, Burnside’s lemma, 

Polya’s counting theorem, Graph 

enumeration with Polya’s theorem.  

Graphs in Markov Process.  

Branching and Gossip, List colorings 

and Choosability, Partitions using path 

and cycles. Matchings in bipartite 

graphs, Hall’s matching theorem, Min-

Max theorem, Independent sets. 

Matter in 

bold & italic 

is shifted to 

section A 

and shaded 

grey matter 

is added 

 

Text/Reference Books : 

1. Elements of Discrete mathematics; C.L. Liu McGraw Hill, International editions, 1985. 

2. Graph Theory; Narsingh Deo; Prentice Hall of India, 2002 

3. Discrete Mathematics and it’s Applications, Kenneth H. Rosen, McGraw Hill, 1999  

4.  Foundation of Discrete Mathematics; K.D. Joshi; Wiely Eastern Ltd., 1989 

5.  Introduction to Graph Theory; D.B. West, Prentice-Hall of India, 2001. 
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Proposed Syllabus for M.Sc. IV SEM (Mathematical Sciences) 

Paper: Operations Research 

To Be Implemented from Sem IV (2009-10) 

          Contact hours: 90 

Existing Syllabus in 2007-08 Proposed Syllabus Remarks if 

any 

SECTION – A 

Network Analysis: Introduction of 

Network analysis, shortest path problem 

PERT & CPM. Updating of PERT charts, 

project planning and scheduling with 

CPM & PERT.  

SECTION  – B 

Queueing Theory; Probability description 

of arrivals and service times, objectives 

and different characteristics of a queueing 

system, deterministic queueing system. 

Steady-state  behaviour of Markovian and 

Earlangian Models. (M/M/1, M/M/C, 

M/Ek/1). Introduction to discrete time 

queueing system. 

SECTION  – C 

Inventory Theory; Deterministic 

economic lot size models and their 

extensions, models with lost sales and 

partially backlogged, continuous 

production with varying demand rates. 

[Stochastic lot size models and their 

extensions], Probabilistic model time 

independent and time dependent with and 

without lead time.  

SECTION – A 

Network Analysis: Introduction of 

Network analysis, shortest path problem 

PERT & CPM. Updating of PERT charts, 

project planning and scheduling with 

CPM & PERT.  

SECTION  – B 

Queueing Theory; Probability description 

of arrivals and service times, objectives 

and different characteristics of a queueing 

system, deterministic queueing system. 

Steady-state  behaviour of Markovian and 

Earlangian Models. (M/M/1, M/M/C, 

M/Ek/1). Introduction to discrete time 

queueing system. 

SECTION  – C 

Inventory Theory; Deterministic 

economic lot size models and their 

extensions, models with lost sales and 

partially backlogged, continuous 

production with varying demand rates. 

Probabilistic model time independent and 

time dependent with and without lead 

time. 

   

 

No Change 

 

 

 

 

 

 

 

No Change 

 

 

 

 

 

 

 

 

 

 

Unit is very 

lengthy. 

 

 

 



 34

M.A./M.Sc( Mathematical Sciences) IV Semester                                              

Contact Hours: 90 

Differential Geometry                                      

Sectio

n 

Existing syllabus 2008-09 Proposed syllabus 2009-10                   

Remark 

A Space curves: Class, tangent, tangent line 

and arc length, order of contact between 

curves and surfaces. Osculating plane at a 

point of a curve of intersection of two 

surfaces. Normal lines and normal planes. 

Rectifying plane, orthonormal traid of 

fundamental unit vectors t, n, b. 

fundamental planes. Principal normal 

vector and binormal, curvature, torsion, 

Serret-Frenet formula, curvature and 

torsion of any curve. 

Space curves: Class, tangent, tangent line 

and arc length, order of contact between 

curves and surfaces. Osculating plane, 

Osculating plane at a point of a curve of 

intersection of two surfaces. Normal lines 

and normal planes. Rectifying plane, 

orthonormal traid of fundamental unit 

vectors t, n, b. fundamental planes. 

Principal normal vector and binormal, 

curvature, torsion, Serret-Frenet formula, 

curvature and torsion of any curve. 

grey part 

was 

missing 

so it has 

been 

included 

B Translation, rotation and isometries in 

IRn, fundamental theorem on curves in 

IR3, congruent curves, circle of 

curvature, locus of the centre of 

curvature, Osculating sphere (sphere of 

curvature), locus of the centre of 

spherical curvature, Involute and Evolute. 

Translation, rotation and isometries in IRn, 

Cylindrical helices, fundamental theorem 

on curves in IR3, congruent curves, 

Osculating circle (circle of curvature), 

locus of the centre of curvature, Osculating 

sphere (sphere of curvature), locus of the 

centre of spherical curvature, Involute and 

Evolute,  

grey 

parts 

was 

missing 

so it has 

been 

included  

C Regular point and singularities, 

Parametric curves and tangent plane, 

Normal and vector fields, length of a 

curve and first fundamental form, surface 

of revolution, angle between curves on a 

surface, orthogonal trajectories and ruled 

surfaces, second fundamental form, 

Weingarten equation, envelopes. 

Surface:Definition,class, Regular point and 

singularities, Parametric curves and 

tangent plane, Normal and vector fields, 

length of a curve and first fundamental 

form, surface of revolution, angle between 

curves on a surface,orthogonaltrajectories, 

ruled surfaces (developabe and skew), 

second fundamental form, Weingarten 

equation, envelopes. 

grey 

parts 

was 

missing 

so it has 

been 

included  
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Text Books/References: 

1.Willmore,T.J.  : An introduction to Differential Geometry, Oxford U. Press, 1978. 

2.Spivak, Michel : Differential Geometry Vol.I&II. 

3.Kobayashi, S.& Nomizu,K. : Foundations of Differential Geometry Vol.I&II. 

4.Prakash, Nirmala  : Differential Geometry An Integrated Approch. Tata Mc-GrawaHill, New 

Delhi, 1981. 

5.Weatherburn, C.E. : Differential Geometry of Three Dimensions, Cambridge U.Press,1930. 

6.Sinha, H.C. : Three Dimensional Geometry. S. Chand &Company New Delhi. 

7.Gupta, Malik, Pundir. : Differential Geometry Pragati Prakashan, Meerut,2008. 
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Annexure VI(a) 

 

M.Phil. Programme in Mathematical Sciences 

Eligibility: M.A./M.Sc. in Mathematical Sciences/ Mathematics/ Statistics/ Operations 

Research/Applied Mathematics from the Vidyapith or recognized examination 

equivalent thereto with aggregate equal to or more than 55% marks. 

Admission:    Based on Merit. 

Course Structure: 

1. A two-Semester course with one core course and one elective in each Semester, and  

2. Project/Dissertation: Student must carry out a project or Dissertation of 10 months 

(minimum of 30 working weeks) under the supervision of a faculty. This period is 

divided into three parts. The division is made according to the work, and marks and 

weightages are allotted correspondingly. 

Existing Proposed Remark 

 I   

In this part students will define the problem 

of Dissertation /project work. By the 

end of this period the student must 

be clear about the aim and objective 

of the work along with 

methodology. 

Within five weeks of starting of the 

Dissertation/project (with clear-cut 

goals) a report giving area, title, 

name of the supervisor and work 

plan must be reported in a standard 

format. 

Phase I   

In this part students will decide on 

which area they want to do their 

Dissertation /project work. The 

aim of the work must be clear. 

Within seven weeks of starting of 

the Dissertation/project (with 

clear-cut goals) a report giving 

area, list of reviewed journals & 

articles, name of the supervisor 

and work plan must be reported to 

the institute in a standard format. 

Crossed matter 

is deleted. 

Grey matter is 

added. 

 

 

Part – II  (20%) 

After fifteen weeks duration the 

student is required to personally 

deliver a seminar on her 

Dissertation/project. It is required 

that by this time the student must 

have completed review of literature 

Phase II  

 

After 15 weeks(In the first week 

of II Sem.) duration the student 

must submit a synopsis of her 

Dissertation/project and give a 

presentation for the same. By this 

 

Crossed matter 

is deleted. 

Grey matter is 

added. 
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(SRS and SDS in case of software 

project) The presentation should 

accompany a report on the work 

completed by then (mid term report) 

certified by the supervisor/guide. 

time the student must have 

finished 50% to 60% of the total 

work. The synopsis must also bear 

the certificate by the 

supervisor/guide.  

The external examiner is to be 

appointed and synopsis is to be 

available to them. 

Part – III (20%) 

After 25 weeks duration the student 

must submit a synopsis of her 

Dissertation/project. By this time the 

student must have finished 80% to 

85% of the total work. The synopsis 

must also bear the certificate by the 

supervisor/guide. 

Phase III  

At the end of the duration of ten 

months final report is to be 

submitted and a presentation 

and viva-voce will be held. The 

Dissertation/project will be 

evaluated by three-member 

committee chaired by Head and 

two other (one internal and one 

external) members. A panel 

comprising of one external 

examiner, one internal examiner 

and one VC nominee will conduct 

the viva-voce. 

Crossed matter 

is deleted. 

Grey matter is 

added. 

Part – IV (45%) 

At the end a final report is to be 

submitted and a presentation 

and viva-voce will be held. The 

Project/Dissertation will be evaluated 

by a three-member committee 

chaired by the Head and having two 

other (internal) members. The 

Project/Dissertation - an external 

examiner, an internal examiner and a 

Director’s nominee will conduct 

Viva. 

 Part – IV is 

shifted in Phase 

III  
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 Financial Assistance : 

M.Phil. students are eligible for financial assistance as follows : 

 

1.     TA/RA ship : 

        Candidates admitted to the M.Phil. program may be offered the teaching 

Assistantship (TA) or Research Assistantship provided they have secured at least 60 

percent mark (55 percent for SC/ST candidates) in their qualifying degree examination 

and provided they are willing to assist in the teaching of undergraduate class.        A 

teaching assistant can be asked to conduct labs and can also be asked to teach tutorial 

sessions to the undergraduate students. 

        A research assistant can be asked to support the department in various academic 

activities. It could be providing help in maintaining and upgrading department labs, 

downloading, installing software, etc. A RA can also be assigned to faculty members to 

help them in their research effort. 

The assistantship amount will be (not exceeding Rs. 10,000/- p. a.) approximately divided 

by the institute ranging from Rs. 1000/- to  Rs. 2000/- per month. 

Scheme of Examination 

1. The course of study for M.Phil. Examination shall extend over a period of one year 

divided into two Semesters with an examination at the end of each Semester. 

2. The Examination shall be conducted by means of Continuous assessment/Written Papers/ 

Practical/Dissertation/Project Report. 
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The following shall be the Scheme of Examination: 

I SEMESTER 

Course                           Contact            Cont. Ass. Ann. Ass.       Total          Mini.  

                                      Hours/week           Marks               Marks         Marks         Pass Marks 

                                       T      P         T      P             T      P          T     P         T      P 

1.    Advance Analysis      6       0         30       0              60    0          90     0         36     0 

 

2.    *Elective II       6    0                  30        0              60    0          90     0         36     0   

                4        4            20      10              40    20         60   30        24    12 

  

             Total                                                  60       0   120   0          180    0          72    0 

      50      10           100   20         150   30        60    12    

 

II SEMESTER 

Course                              Contact    Cont. Ass.  Ann. Ass.       Total       Mini.  

                                      Hours/week                Marks           Marks         Marks     Pass Marks  

                                           T       P         T        P          T      P          T     P        T      P  

1.    Mathematical         6       0         30       0              60    0           90     0       36    0  

       Modelling 

2.    *Elective II         6     0              30       0              60    0           90     0        36    0   

                     4      4            20      10              40    20         60   30        24    12  

   Total                      60       0   120    0          180     0       72     

50      10           100   20         150   30        60    12    
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Distribution of marks of  Dissertation/Project: 

Existing Proposed 

Part I -   50 Part I -   20 

Part II-   70 Part II- 60 

Part III-  70 Part III  

1. Dissertation/Project Evaluation - 

 100 

2. Seminar -   30 

3. Viva-voce -   30 

Part IV  

1. Dissertation/Project Report -  70 

2. Seminar                               - 30 

3. Viva-voce                           - 50 

 

Grand Total = 50+70+70+150=340 Grand Total = 20+60+160=240 

 

Grand Total =180 + 180 + 240 = 600 

*Contact hours/week are according to selected course. 

Elective must be relevant to the Area of Dissertation/Project. 

Students could not be allowed to take the course as an elective, which she had 

already done in M.A./M. Sc. 

  

The Project/Dissertation will be evaluated by three member committee chaired by the Head 

and having two other (internal) members. The Project/Dissertation - Viva will be conducted 

by an external examiner, an internal examiner and a Director’s nominee. The marks of the 

continuous assessment will be compiled by the Head of the Department based on various 

interim reports mid-term/end of term evaluation received from the host organization and 

timely submission of reports, synopsis and dissertation. 
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    Electives        

 List of Electives Contact hours/week 

  T P 

1. Abstract Algebra        6 0 

2. Advance Differential Geometry  6 0 

3. Advance Graph Theory 6 0 

4. Advanced Inference   6 0 

5. Bayesian  & Multivariate Analysis     4 4 

6. Bayesian Inference 6 0 

7. Clinical Analysis       6 0 

8. Decision Theory       6 0 

9. Demography and Advanced Sampling     4 4 

10. Design of Experiments and Linear Models    4 4 

11. Differential Geometry      6 0 

12. Discrete Mathematics        6 0 

13. Econometrics 6 0 

14. Financial Mathematics     6 0 

15. Finite Element Methods 6 0 

16. Functional Analysis        6 0 

17. Fuzzy Logic and Belief Theory       6 0 

18. Information Theory        6 0 

19. Inventory Theory        6 0 

20. Marketing Management     6 0 

21. Network Analysis        4 4 

22. Non- parametric Inference and Sequential Analysis  4 4 

23. Non-linear Analysis        6 0 

24. Population Studies        6 0 

25. Queuing Theory      6 0 

26. Rings and Modules       6 0 

27. Soft Computing       6 0 

28. Theory of Games       6 0 

29. Theory of Reliability        6 0 

30. Time Series and Stochastic Processes       6 0 

31. Time Series Modeling 6 0 

32. Topology   6 0 
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 Elective                                            Annexure v(b) 

Class: M. Phil. 

                                                         Course : Advanced Graph Theory 

                                                                                                                             

Contact Hours – 90 

 

Section – A 

Basic concepts of graph theory. Directed graph. Euler graph. Hamiltonian graph. Matrix 

representation of graphs. Shortest path in a weighted graph. K-connected and K-edge-connected 

graphs. Planar graphs. Coloring of graphs, Vertex colouring of graphs, Edge colouring of graphs, 

Vizing's theorem.  

Trees: Rooted trees, Spanning tree and Cut set, Minimum-spanning tree. Flow network in a 

graph, max-flow- min cut theorem. 

 

Section – B 

Types of Enumeration, Counting Labeled Trees, Burnside’s lemma, Polya’s counting theorem, 

Graph enumeration with Polya’s theorem. Graphs in Markov Process. Branching and Gossip, 

List colorings and Choosability, Partitions using path and cycles. Matchings in bipartite graphs, 

Hall’s matching theorem, Min-Max theorem, Independent sets. 

 

Section – C 

Perfect graphs. Ramsey’s theorem, Ramsey numbers, Graph Ramsey theory, Sperner’s lemma 

and Bandwidth. Random graphs. Eigenvalues of graphs. 

 

Text/Reference Books : 

5. Graph Theory; Narsingh Deo; Prentice Hall of India, 2002 

6. Introductions to Graph Theory; D.B. West, Prentice-Hall of India, 2001. 

3.  Graph Theory; Frank Harary, Addison-Wesley Publication 

 

 

 

 

 



 43

 

M.Phil 

Mathematical Sciences   

Finite Element Methods 

 

                                                                                            Contact Hours  :  90 

 

Section-A 

 

The fundamentals of finite element methods, Discritization of the bounded area, stiffness matrix, 

assembly of stiffness matrices, Global stiffness matrix. 

 

Section-B 

 

Shape function :  Linear and higher order shape functions for linear, triangular and rectangular 

elements, Variational Formulation ; Rayleigh-Ritz method and Weighted residue method ; 

Galerkin’s method 

Section-C 

Finite Element formulation for PDE ; Laplace equation, wave equation and diffusion equation. 

 

Text / Reference Books : 

1. J.N.Raddy : ‘Finite Element Methods’ 2nd ed, McGraw Hill, 1993. 

      2.   D.H.Norrie and G.Devries : ‘Introduction to Finite Element Methods’,  

            Academic Press. 

3. K.E.Brenner and R. Scott: ‘The Mathematical Theory of Finite Element Methods’, 

Springer-Verang, Berlin, 1994. 

      4.   P.G.Ciarlet : ‘The Finite Element Methods for Elliptic Problems,’ North Holand,          

            Amsterdam, 1978. 

     5.    C. Johnson : ‘ Numerical Solution of Partial Differential Equations by Finite Element 

Methods’, Cambridge University Press, Cambridge, 1987. 

6. C.Mercier : ‘Lectures on Topics in Finite Element Solution of Elliptic Problems,’ 

TIFR Lectures on Mathematics and Physics, Vol. 63, Naroca Publ. House, New Delhi, 

1979. 
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            M.Phil (Mathematical Sciences)                         

Elective- Advanced Differential Geometry 

                                                                                                                Contact Hours: 90 

Section-A 

Local Non-intrinsic properties of a surface: Normal curvature, Meusnier’s theorem, Principal 

direction, Principal curvature, Minimal surface, Developable surface, Lines of curvature, 

Rodrique’s formula, Monge’s theorem, Euler’s theorem, Jochimsthal’s theorem, Dupins 

indicatrix. 

Section-B 

Conjugate directions with principal property, condition of conjugate, Asymptotic lines with 

condition of orthogonality, Asymptotic lines on a ruled surface, curvature and torsion of a 

asymptotic line, Theorem of Beltrami and Ennper, The fundamental equation of surface theory, 

Gauss characteristic equation, Mainardi-Codazzi  equation, Parallel surfaces with Gaussian and 

mean curvature, Bonnet’s theorem, Isometry lines. 
 

Section-C 

Gauss equation, Geodesics, canonical geodesic equations, nature of geodesics on a suface of 

revolution, Clairaut’s theorem, Differential equation of geodesics by using their normal property, 

Torsion of a geodesic, Geodesic tangent, Geodesic curvature, Liouville’s formula for Kg, 

Geodesic parallels, angle between a curve on a surface and a geodesic through the pole, Bonnet’s 

theorem, Gauss-Bonnet theorem, Surface of constant curvature, Conformal& Geodesic 

mappings, Tisst’s theorem, Dinn’s theorem. 
 

Text Books/ References: 
 

1. Kobayashi,S & Nomizu, K. : Foundations of Differential Geometry Vol.I&II. Springer 

Verlag, New York. 

2. Spivak, Michel : Differential Geometry Vol.I&II. 

3. Willmore, T.J. : An Introduction to Differential Geometry . Oxford Univ. Press,1978. 

4. Weatherburn, C.E. : Differential Geometry of Three Dimensions. Cambridge Univ. 

Press London, 1930. 

5. Sinha, H.C. : Three Dimensional Geometry. S. Chand & Company, New Delhi. 

6. Gupta, Malik, Pundir : Differential Geometry Pragati Prakashan Meerut,2008. 

7. Mittal, Agrawal : Differential Geometry Krishna Prakashan Mandir, Meerut,2003. 

8. Singh, H.D. & Singh, P.K. : Differential Geometry Ram Prasad & Sons,Agra. 

9. Sinha, B.B. : An Introduction to Modern Differential Geometry, Kalyani Prakashan, New 

Delhi, 1982. 
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 M.Phil Programme 

                                                                                                              Contact Hours: 90 

Elective 

Time series Modeling 

 

     Section A 

Review of Time series analysis : Estimation and elimination of of trend and Seasonal component. 

Simple time series models and their applications, Wald decomposition theorem, Estimation of 

AR/MA/ARMA models  Autocorrelation and partial autocorrelation functions. Diagnostic tests 

(AIC, BIC criterion), Forecasting ARMA processes. 

 

     Section B 

Non stationary time series models (ARIMA): Estimation and forecasting. Testing of parameter 

stability, Multivariate time series models (ARMA), Cointegration: a general cointegrated system, 

two variable model: Engle-Granger method, Johansen procedure; error correction model and tests 

for cointegration.  

     Section C 

Vector autoregression and Granger causality. Non linear models: Volatility, Autoregressive 

conditional heteroscedastic (ARCH/GARCH) models, different interpretations, various 

generalizations, estimation and testing. 

 

Reference Books: 

 

1) Brockwell, Peter J., Davis, Richard A., Introduction to Time series and Forecasting, 

Second Edition, Springer, 2008. 

2) Introduction to statistical time series (Wiley Series in Probability and Statistics), 2nd 

edition, 1996, by Wayne A. Fuller. 

3) C. Chatifield (Reader in Statistics, The university  of Bath, UK),  “The Analysis of Time 

Series –  An introduction” ,  fifth edition 

4) Terence C. Mills (Midland Montagu Centre for Financial Markets, City 

      University Business School “Time series techniques for economists”  
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                                   Scheme of Examination                                                        Annexure VI 

                                    M.Sc. Bio Statistics (2009-10) 

 

I SEMESTER EXAMINATION  

 

Course   Contact                Cont. Ass.         Ann.   Ass.          Total 

                                    Hours/week       Marks              Marks               Marks            

            T         P                T         P           T         P            T        P  

 

1.    Probability and Statistics   4           4*             20      10           40        20         60      30  

  

2.   Computer Programming      4           4               20       10          40       20         60       30 

        in C++     

3.   Epidemiology I                    6          0               30        0          60        0            90       0 

4.   BioStatistical Inference    6          0              30         0           60        0          90       0 

 

 

 

  Total                                   20         8     100       20        200      40        300      60=  (360) 

*   Basic Statistical Computing-I (Practical) 

      Using Microsoft Excel or  SPS 

 

II SEMESTER EXAMINATION 

 

 Course   Contact                Cont. Ass.         Ann. Ass.          Total  

    Hours/week       Marks              Marks               Marks            

            T         P                T         P           T         P            T         P  

 1.  Regression Analysis 4       4*       20       10         40       20           60       30   

 2.   Epidemiology  II      6       0              30         0         60        0            90        0 

 3.   Bioinformatics and  

       Computational Biology  4        4*      20       10          40      20            60       30                    

4. Stochastic Modelling and  

           Time Series Analysis   6        0       30       0           60         0           90         0 
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Total         20      8                100        20        200       40         300      60  = (360) 

 

*     Basic Statistical Computing-II (Practical) 

        Practicals and Data Analysis using Excel or SPSS   

 

                                           III SEMESTER EXAMINATION 

Course   Contact                Cont. Ass.         Ann. Ass.           Total  

    Hours/week          Marks              Marks             Marks            

            T         P                T         P           T         P            T       P  

 

1. Demography and  

             Advanced Sampling   4  4*     20        10        40       20           60        30 

 

2. Survival Analysis      6  0     30        0          60         0           90        0 

                           

3. Design of Experiments  4  4*     20      10          40       20           60      30 

           and Linear Models 

4. Statistical Genetics 6  0     30       0           60          0           90       0  

            and Bioassay 

Total   20   8         100            20       200        40          300      60= (360) 

 

*Advanced Statistical Computing-I and Practicals and Data Analysis using R and Systat 

IV SEMESTER EXAMINATION 

Course   Contact                Cont. Ass.         Ann. Ass.           Total  

    Hours/week          Marks              Marks             Marks            

            T         P                T         P           T         P            T       P  

 

1.          Clinical Trials 6         0                     30       0       60         0         90         0  

2.          Statistical Ecology  6 0         30       0         60        0           90         0  

3.          Elective-I   4         0                 20       0         40         0           60         0 

4.          Elective -II   4  0           20       0         40        0         60         0 

5.          Project   0          8                0         20        0         40          0          60 

Total     20         8               100     20       200      40          300      60 = (360) 
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Syllabus for M.Sc. Biostatistics 

Semester I  

1.1                                                Probability and Statistics 

Section-A 

Review of probability- Random variable and Distribution function. Marginal and joint 

probability distribution Mathematical expectation of sum and product of random variables. 

Moments, Cumulates and their interrelationship. Moment generating function and cumulate 

generating function, Binomial normal and Poisson with their properties. 

  

Section - B 

Correlation and Regression, Karl Pearson and Spearsman Rank, Correlation coefficient, 

Regression coefficient and lines of regression. Partial and multiple correlation. Sampling 

distribution, Standard error, Simple, Random sampling and stratified random sampling with their 

role. 

Section-C 

 

Test of significance for mean, variance, proporting and correlation coefficient. Test of goodness 

of fit and Independence of attributes. Analysis of variance for one way and two way classified 

data, concept of estimation, Definition of unbiasedness, consistency and efficiency, Statistical 

Decision making: Risk function, Loss function. Baye's role and Baye's approach. 

 

 

References 

Fundamental of Statistics, Vol. I & Vol. II A.M. Goon, M.K. Gupta and B. Das Gupta. 

A Dublin of Statistical Theory-Vol. I & II. A.M. Goon, M.K. Gupta, B.Das Gupta 

Probability and Random Process: S.K. Srinivasan & S.M. Mehta. 

Mathematical Statistics: J.N. Kapoor & H.C. Saxena 

An Introduction to probability theory and mathematical statistics: V.K. Tohatgi (Wiley Eastern 

Publisher Ltd., New Delhi). 

 

1.2 Computer Programming in  C++ 
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1.3  Epidemiology I 

 

                       Section A 

Basic concepts and Measures of disease frequency: What is epidcmiology?, Emergence of 

modem epidemiology, causation and causal inference in epidemiology, incidence time, incidence 

rate, other types of rates, incidence proportions and survival proportions, product-limit and 

exponential formulae, prevalence, standardization, Measures of effect and association, types of 

Epidemiologic study. 

                       Section B 

Field methods in epidemiology: Measures of effect, measures of association, standardized 

measures, prevalence ratios, other measures, types of experimental studies, types of 

nonexperimental (observational studies), data collection instruments, data preparation. Precision, 

validity and accuracy considerations in epidemiologic studies: Precision, validity, intemal 

validity, generalizability, improving precision and validity, source of information on exposure 

and diseases.  

                            Section C 

Vital and health statistics: Population census, registration of vital events, sample registration 

system in India, notification of diseases, hospital statistics, disease registries, record linkage, 

morbidity indicators and mortality indicators (death rate, expectation of life, Infant mortality rate, 

perinatal mortality, maternal mortality, disease-specific mortality, proportional mortality). 

 

References 

Rothman K.I and Greenland S (1998). Modem Epidemiology, Second edition, Lippincott 

- Raven publishers. 

Hennekcns CH, Burings .IE (1987). Edited by Mayrent SL. Epidemiology in medicine, 

Little, Brown and Company, Boston. 

Kleinbaum DG, Kupper LL, Morgenstem H (1982). Epidemiologic research Principles 

and quantitative methods, VNR Publishers, New York,. 

Lilienfeld AM and Lijienfeld DE (1980). Foundations of epidemiology, 2ndedition, 

New York, Oxford University Press. 

Kleinbaum DG (1996). Methods in observational epidemiology, Oxford University press, 

Oxford. 

Park K (2000). Textbook of preventive and social medicine, 16thedition, Mis Banarsidas 

Bhanot publishers, Jabalpur. 
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1.4     Biostatistical Inference 

 

Section A 

Estimator and estimate, mean square error (MSE), properties of estimators- unbiasedness, 

consistency, efficiency and sufficiency, Cramer-Rao lower bound, Minimum variance unbiased 

estimator, relative efficiency of an estimator. Fisher information, complete and sufficient 

statistic, Rao-Blackwell theorem, UMVUE, linkage estimation (Examples from Genetics).    

    

     Section B  

Concepts of confidence interval, confidence coefficient, confidence interval for the parameters of 

univariate normal, proportion, mean, difference of means. Small sample and large sample 

confidence intervals. Large sample confidence intervals for binomial and Poisson parameters, 

Jacknife and bootstrap methods. 

 

     Section C 

Sequential and Non parametric tests: Wald’s SPRT with illustrations, OC and ASN functions 

for tests regarding binomial and normal populations. Sign test, Wilcoxon-Mann Whitney test, run 

test, median test, Chi-square test for independence of attributes, homogeneity, goodness of fit, 

Kruskal Wallis test, Kolmogorov-Smirnov  one sample and two sample tests, Freidman’s test. 

             (15L)  

 

 

 

References: 

Davison A.C. and Hinkley, D.V. (1997). Bootstrap methods and their application, 

Cambridge University Press 

Gibbons, J.D. (1985). Nonparametric statistical inference, 2nd ed., Marcel Dekker, Inc 

Kale, B.K. (1999). A first Course on Parametric Inference, Narosa Publishing House. 

Rohatgi, V.K. and Saleh, A.K.Md.(2001). An Introduction to Probability and Statistics, 

John Wiley & Sons. 
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1.5 Laboratory practices 

 

This paper includes practical problems using data from Biostatistical  contexts based on  

papers  1.1 and 1.2. Data Analysis using Microsoft Excel  & SPSS is expected 

 

Semester II 

2.1                                                       Regression Analysis 

 

     Section A 

Linear regression, Simple linear regression, multiple regression, fit of polynomials and use of 

orthogonal polynomials. Residuals and their plots as tests for departure from assumptions such as 

fitness of the model, normality, homogeneity of variances, detection of outliers and remedies, 

influential observations, power transformations for dependent and independent variables. 

Multicollinearity, ridge regression and principal component regression, partial least squares, 

subset selection of explanatory variables, Mallow’s Cp statistic.       

 

    Section B 

Robust and L-1 regression, estimation of prediction error by cross-validation and bootstrap. Non-

linear regression models, different methods of estimation (least squares, maximum likelihood), 

asymptotic properties of estimators, maximum likelihood, MINQUE and restricted maximum 

likelihood estimators of variance components, best linear unbiased predictors (BLUP), growth 

curves.    

    Section C 

Generalized linear models, analysis of binary and grouped data by using logistic models, large 

sample tests about parameters, goodness of fit, analysis of deviance, variable selection, 

introduction to Poisson regression, log-linear models, Random and mixed effect models, 

Nonparametric regression and generalized linear models.                    
 

References 

Draper, N.R. and Smith, H (2003). Applied Regression Analysis, John Wiley & Sons. 

McCulloch, C.E. and Searle, S.R. (2001). Generalized Linear and Mixed Models, John Wiley & 

Sons.. 

Montgomery and Peck (1998). Introduction to Linear Regression Analysis, John Wiley & Sons. 

Rencher, A.C. (2000). Linear Models in Statistics, John Wiley & Sons. 

Weisberg (1999). Applied Linear Regression, John Wiley & Sons.        
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2.2                                             Epidemiology  II  

 

Section A 

Logistic regression analysis: Introduction to the logistic model, general definition of the logistic 

model. logistic regression for case-control studies, estimation and interpretation of logistic 

parameters, matched analysis- estimation of logistic parameters, unmatched analysis of matched 

data, confounder score. 

 

     Section B  

Special topics: Clinical epidemiology: Describing clinical data. probabilities in clinical medicine, 

describing the performance of a diagnostic test, predictive value method for selecting a positivity 

criterion. receiver operator characteristic (ROC) curve (Knapp and). Nutritional epidemiology: 

Epidemiological studies of nutritional exposures, measurement of diet in epidemiological studies. 

Biochemical indicators of diet. anthropometry and measures of body composition, methodologic 

issues in nutritional epidemiology, Approaches to adjust for energy intake-residual method. 

standard multivariate method, energy partition method, nutrient density method. 

 

     Section C 

Genetic epidemiology: Introduction. causal effect of genetic factors. family study designs. 

process of genetic epidemiology, models and hypothesis in genetic  epidemiology (Thomas [10]). 

Concepts of infectious disease epidemiology: Time lines of infection, transmission probability, 

basic reproductive number. incidence rate as a function of prevalence and contact rate, measures 

of effect -transmission probability ratio. conditional and unconditional measures. 

 

 

 

References: 

Hennekens CH, Burings JE (1987). Edited by SL Mayrent. Epidemiology in Medicine. Little, 

Brown and Company, Boston. 

Breslow NE and Day NE (1980). Statistical methods in cancer research Volume I –The analysis 

of case-control studies. International Agency for Research on Cancer, Scientific Publications  
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Kelsey JL, Whittemore AS, Evans AS, Thompson WD (1996). Methods in observational 

epidemiology, Second edition, Oxford University Press. 

Breslow NE and Day NE (I 987). Statistical methods in cancer research Volume II –The design 
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2.3   Bioinformatics and Computational Biology    

 

                              Section A 

Introduction to Bioinformatics: Bioinformatics Overview, Bioinformatics Concepts:- Functional 

Genomics, Comparative genomics, Structural biology, Medical information, Objectives of 

Bioinformatics. Applications, Challenges in Molecular biology, Careers in Bioinformatics, Skills 

required by Bioinformatics, Major databases & tools, Bioinformatics in India. : Data Mining – 

UNIGENE, EST, ORF, Pubmed, Phylogenetic Analysis, MSA, Gen BANK, COG Cluster, 

OMIM, Genome assembly & annotation, Gene Mapping, Sequence Assembly & Expression, 

Alignment of MS, Gene Annotation.                           
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                                                                      Section B 

Proteomics: Macromolecules, Protein Structure& Purification, Visualization & prediction of 

Protein Structure, Methods used in protein structure prediction, PROSITE, PRODOM. Tools in 

Bioinformatics: Web based Bioinformatics Applications, Desktop based softwares, Online 

Analysis Tools & Servers, Exploration of Databases like NCBI, EBI standford MB Workbench, 

DDBJ, PDB, TIGR, SWISS-PROT, CATH, Annotation Systems-DAS, Homology Tools –

BLAST, FASTA, SSEARCH, Multiple Alignment-CLUSTALW & PHYLIP, Molecular 

visualization. 

 

                       Section C  

Computational Biology: Genetic Algorithms, HMMR, Artificial Intelligence, Brute force, 

Dynamic Programming Algorithm. Local & Global Alignment Algorithm, Needleman- Wunsch 

Algorithm, Smith –Waterman Algorithm, Heuristic Algorithm like BLAST, FASTA-Multiple 

Segment Alignment Algorithm, Gene finding Algorithm, Protein secondary structure prediction 

Algorithm. Programming in Perl Language 

NB: As this paper requires computational techniques, hand-on practical sessions are important 

and should be held in conjunction with lectures.     

 

References 

Bergeron, B.(2003). Bioinformatics Computing, Prentice Hall of India. 

Bozdogan, H (2003). Statistical Data Mining & Knowledge Discovery, CRC Press 

Chen, Z (2001). Intelligent Data Warehousing, CRC Press 

Ewens, W.J. and Grant, G.R. (2002). Statistical Methods in Bioinformatics, Springer. 

Waterman, M.S.(2000). Introduction to Computational Biology, CRC Press. 

 

 

2.4                        Time series and Stochastic Process 

 

  Section – A 

 

Time series as a stationary or non stationary stochastic process, time domain analysis based on 

currelogram, sample autocovariance function and autocorrelation function at log K, log 

correlation. 
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Measurement of cyclic fluctuations: Periodogram and its relation with acvf, Harmonic analysis. 

Measurement of irregular component: Variant difference method. 

 

AR(p) process, MA(q) process, mited ARMA(p,q) process, Stationarity and inevitability 

conditions, ARIMA (p,d,q) model, estimation of parameters, tests for stationarity Stochastic – 

Process. 

 

Section – B 

 Markor Chain having two states, n-step transition probabilities, Classification of states, recurrent 

and transient states, Chapman-Kolmogorov equations, Stationary probability theorems and limit 

theorem for ergodic chains, martingales. 

 

Section- C 

Poisson process, birth and death process, Random walk and Gambler’s Ruin problem, Wiener 

process, Renewal theory and its application, Branching chains: Discrete Process (Galton-

Watson), Continuous process (Markov Branching), Fundamental theorem of Extinction. 

 

References 

Introduction to stochastic processes: P.G.Hoel, S.C. Port, C.J. Stone, Universal Book Store, New 

Delhi. 

Stochastic Processes: S.K. Srinivasan, K.M. Mehata, Tata McGraw-Hill Publishing Company 

limited, New Delhi. 

Stochastic Processes by J. Medhi. 

Time series Analysis: Forecasting and control by G.E.P. Box and G.M. Jenkins. 

The Analysis of Time Series: Theory and Practice by C. Chatfield. 

 

 

 

2.5                                             Laboratory Practices 

   

This paper includes practical problems from papers  2.1 and 2.3. 

Data Analysis using Excel or MINITAB is expecte 
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Semester III 

 

3.1 Demography and Advanced Sampling 

 

SECTION – A 

 

Logistic models, measures of morbidity, mortality graduation, methods of construction of 

abridged life tables and its applications, population estimates and projection . 

   

SECTION  - B 

 

- Cluster sampling with equal clusters.  

- Ratio and Regression estimators. 

- Sampling with varying probability of selection (WR and WOR) 

- Cumulative Total and Lahiri’s method of selection. 

- Estimation of population mean. 

- Desraj Ordered estimates. 

- Horwitz  Thompson estimates. 

-    Midzuno sem and Narain Methods of sampling.  

 

SECTION  - C 

 

      -   Post stratification and deep stratification. 

- Double sampling in ratio and regression estimation. 

- Two stage and multistage sampling. 

- Basic idea of randomised response technique. 

- Non sampling errors: Interpenetrating samples. 
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Reference: 

Sampling theory of surveys with applications  by P. V. Sukhatme, B. V. Sukhatme, C. Ashok. 

Sampling theory and methods by M. N. Murthy 

Sampling theory by Des Raj. 

Theory and analysis of by D. Singh and F. S. Chaudhary.  Sample survey design    

Technical demography by R. Ramakumar. 

Fundamentals of statistics Vol. II by A. M. Goon, M. K. Gupta and B. Dasgupta. 

 

 

 

 

 

 

 

3.2                 Survival Analysis 

 

Section A 
 

Concepts of time, order and random censoring, likelihood in these cases. Life distributions-

exponential, gamma, Weibull, lognormal, pareto. Linear failure rate, Parametric inference (point 

estimation, confidence intervals, scores, LR, MLE tests (Rao-Wilks-Wald) for these 

distributions.  

     Section B 
 

Life tables,failure rate, mean residual life and their elementary properties. Ageing classes and 

their properties, Bathtub failure rate. Multiple decrement life table.  

      

Section C 
 

Semi-parametric regression for failure rate- Cox’s proportional hazards model with one and 

several covariates. Rank test for the regression coefficients. Competing risks model, parametric 

and nonparametric inference for this model.   

References 

Cox, D.R. and Oakes,D. (1984): Analysis of survival data, Chapman & Hall, New York 

Elandt, Johnson and Johnson (1998). Survival Models and Data Analysis, John Wiley & Sons. 
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Gross and Clark (1999). Survival distributions: Reliability Applications in the Biomedical 

sciences, John Wiley & Sons. 

Kleinbaum,D.G. (1997). Survival Analysis, Springer 

Lee (2000).Statistical Methods for Survival Data Analysis, Second Edition. 

Klein, J.P. and Moeschberger, M.L.(2003). Survival Analysis, Springer. 

Miller, R.G. (2000). Survival Analysis, Second Edition, John Wiley & Sons. 

 

3.3 Linear models and  Design of Experiments   

 

SECTION -A 

Estimable functions, estimation and error space, linear models and regression, Standard Gauss  

Markov  Models,  Best linear unbiased  estimate  (BLUE), Method of least squares  and Gauss- 

Markov theorem, Variance covariance matrix of BLUES, use of g-inverse .  

 

 

SECTION -  B 

 

General two –way classification, Analysis of covariance  (2n, 32 and 33) factorial experiments, 

complete and partial confounding. Split and strip plot designs.  

 

SECTION – C 

 

Balanced Incomplete Block design (BIBD) construction of BIBD, Infra block and inter block 

Analysis, BIBD with recovery of inter block information, Partially balanced Incomplete block 

design (PBIBD) for two associate classes, Introduction to quasi-Latin square design. 

 

 

References 

Linear estimation and design of experiments: By D. D. Joshi 

Analysis of variance     : By N. Giri 

Design and analysis of experiments  : By M. N. Das and N. C. Giri 

Design and analysis of experiments   : By H. B. Mann 

Linear statistical inference    :  By C. R. Rao 

Theory of block designs    : By Aloke De 
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3.4                             Statistical Genetics and Bioassay  

 

     Section A 

Basic biological concepts in genetics, Mendel’s law,genetic diseases, Hardy Weinberg 

equilibrium, Mating tables, estimation of allele frequency (dominant/ co-dominant cases), 

Approach to equilibrium for X-linked gene. The law of natural selection, mutation, genetic drift, 

equilibrium when both natural selection and mutation are operative. Non-random mating, 

inbreeding, phenotypic assortative mating. Analysis of family data - relative pair data, 1, T, 0 

matrices, identity by descent. 

 

      

                                                   Section B  

Linkage, estimation of re combination fraction, inheritance of quantitative traits. Models and 

estimation of parameters. Sequence similarity. Homology and alignment. Algorithms for 

pairwise sequence alignment and multiple sequence alignment, construction of phylogenetic 

trees, UPGMA, neighbour joining, maximum parsimony and maximum likelihood algorithms. 

Types of biological assays, direct assays. 

 

     Section C 
 

ratio estimators, asymptotic distributions, regression approaches for estimating dose response 

relationships. Logit and probit analysis with applications in bioassay. Quantal  responses , 

methods of estimation of parameters, dose allocation schemes, median dose, polychotomous  

quantal response, estimation of points on the quantal response function.                                                          

 

References 

Collett, D (2003). Modelling Binary Data, Chapman & Hall. 

Durbin, R., Eddy, Krogh, A. and Mithison, G.(1998). Biological Sequence Analysis: 

Probabilistic Models of Proteins and Nucleic Acids. 

Ewens, W.J. (2004). Mathematical Population Genetics, Springer 

Finney. D.J. (1971). Statistical Method in Bioassay, Griffin 

Govindarajulu, Z (2000). Statistical Techniques in Bioassay, S. Kargar 
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Lange, K (2002). Mathematical and Statistical Methods for Genetic Analysis, Springer 

Nagylaki, T.(1992). Introduction to Theoretical Population Genetics, Springer 

Sham, P (1997). Statistics in Human Genetics, Arnold Publications. 

3.5                                     Laboratory Practices 

 

This paper includes practical problems from papers 3.1 and 3.3 

Data Analysis using R and Systat is expected. 

 

 

                                                      Semester IV 

 

4.1                       Clinical Trials 

                       

                                                           Section A 

Introduction to clinical trials. New drug application and clinical development. Bias and 

variability of primary clinical endpoint. Design consideration of clinical trials: Patient selection, 

selection of controls, statistical consideration. Randomisation and blinding. 

 

Section B 

Overview of phase I-IV trials. 

Design for clinical trials: Parallel, crossover, cross-sectional, longitudinal, titration, enrichment 

design. Classification of clinical trials:Multicentre, active control combination, equivalence trials. 

Concept of surrogate endpoints. An introduction to meta analysis of clinical trials. 

 

Section C 

Group sequential methods in clinical trials. Pallock’s and O’Brien & Fleming’s tests (with 

properties}. Group sequential tests for binary data, survival data. Analysis for categorical data. 

 

References: - 

  Piantadosi , S. (1997). Clinical Trials; A Methodological Perspective. Wiley and sons. 

 Jennison, C. and Turnbull ,B.W. (1999); Group Sequential Methods with Applications to 

Clinical Trials, CRC Press. 

 Furburg ,  L. M. C. & Demets ,D.L. (1998); Fundamentals of Clinical Trials, Springer     Verlag. 
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  Fleiss,  J.L. (1989). The Design and Analysis of Clinical Experiments. Wiley & sons. 

  Marubeni, E.  and chi ,M.G. (1994). Analysing Survival Data from Clinical Trials and 

Observational Studies, Wiley & sons. 

 

 

4.2               Statistical Ecology 

                        

                     Section A 

Introduction to Ecology and evolution, Population dynamics : single species –Exponential, 

logistic and Gompertz models, Leslie matrix model for age and stage structured population, 

Survivorship curves- Constant, monotone and bath tub shaped hazard rates. 

 

                      Section B 

Two species : Lotka- Volterra equations, isoclines, competition and coexistence, predator-pray 

oscillations. Abundance estimation : Capture-recapture, Nearest neighbour, line transect 

sampling, indirect methods. Ecological Diversity : Species abundance curve, Indices of diversity 

(Simpson’s index, Shannon –Wiener index). 

 

                                                             Section C 

Harvesting renewable biological resources- Maximum sustainable yield, tragedy of the 

commons.           

Game theory in ecology- Evolutionarily stable strategy, its properties, simple games such as 

Hawk – Dove game.         

 

References 

Anil Gore and S. A. Paranjpe (2000). A course on mathematical and Statistical Ecology 

(Kluwer). 

Chow, S.C. and Liu, J.P. (1999). Design and Analysis of Bioavailability and Bioequivalence 

Studies, 2nd ed. , CRC Press 

Clark, C.W. (1976). Mathematical Bioeconomics: Optimal Management of Renewable 

Resources (Wiley). 

Maynard Smith, J. (1982). Evolution and the Theory of Games, Cambridge University Press. 

Pielou, E.C. (1977). An Introduction to Mathematical Ecology,  Wiley. 

Seber, G. A.F.(1982). Estimation of Animal Abundance and Related Parameters, Charles Griffin. 
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Wheeler (1996). Environmental Studies: Mathematical, Computational and Statistical Analysis, 

Springer 

 

 

 

4.5                      Laboratory Practices 

 

This paper includes practical problems from papers 4.1 and Elective  

Data Analysis using R and other software packages is expected. 

 

 

 

 

 Elective                Bayesian Inference and MCMC Methods 

                       Section A 

 

Subjective interpretation of probability in terms of fair odds. Evaluation of  (i) subjective 

probability of an event using a subjectively unbiased coin (ii) subjective prior distribution of a 

parameter. Bayes’  theorem and computation of the posterior distribution. Natural Conjugate 

family of priors for a model. Hyper parameters of a prior from conjugate family. Non 

informative, improper and invariant priors. Jeffrey’s invariant prior.   

                          Section B 

 

Bayesian point estimation: as a prediction problem from posterior distribution. Bayes estimators 

for (i) absolute error loss (ii) squared error loss (iii) 0-1 loss. Generalization to convex loss 

functions. Evaluation of the estimate in terms of the posterior risk.  

Bayesian testing of Hypothesis : Specification of the appropriate form of the prior distribution for 

a Bayesian testing of hypothesis problem. Prior odds, Posterior odds, Bayes factor for various 

types of testing of hypothesis problems depending upon whether the null hypothesis and the 

alternative hypothesis are simple or composite.          
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                                    Section C 

Specification of the Bayes tests in the above cases. Simulation Techniques, Gibbs sampling, 

Monte-Carlo methods, Markov Chain Monte Carlo (MCMC) methods, bootstrap methods and 

other computer simulation methods.  

 

 

References 

Berger, J.O. Statistical Decision Theory and Bayesian Analysis, Springer Verlag. 

Bernando J.M. and Smith, A. F. M. Bayesian Theory, John Wiley and Sons 

Box, G.P. and Tiao, G.C.  Bayesian Inference in Statistical Analysis, Addison- Wesley. 

Chen (2001). Monte Carlo Methods in Bayesian Computation, Springer. 

DeGroot M. H. Optimal Statistical Decisions. McGraw Hill. 

Gelman, A., Carlin, J.B., Stern, H.S. and  Rubin, D.B. (2003). Bayesian Data Analysis, 2nd 

edition, CRC Press. 

Germerman, D. (2002). Markov Chain Monte Carlo: Stochastic Simulation for Bayesian 

Inference, Chapman & Hall. 

Lee, P.M. (2004). Bayesian Statistics, Arnold publishers. 

Robert C.P. and Casella, G. (2004). Monte Carlo Statistical Methods, Springer-Verlag. 

Sorensen (2002). Likelihood, Bayesian and MCMC Methods in Quantitative Genetics, Springer. 
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Annexure - VII  

Apaji Institute of Mathematics and Applied Computer Technology 
 

Banasthali University 
 

Details of Model Papers (2008-09) (Mathematics and Statistics) 
S.No. Class Course Teacher Model Paper 

required 
Yes                No 

Reason 

1. B.A./B.Sc (Maths) I Sem 
 

Calculus Ms.Somya Upadhyay YES  Scheme of 
Examination 
changed 

2.  Algebra Dr. Deepa Sinha YES  Scheme of 
Examination 
changed 

3. B.A. / B.Sc. (Maths) II 
Year  

Real Analysis Mr.Pravin Garg - NO  

4.  Linear Algebra & Diff. Equations Mr. Om Prakash 
 

- NO  

5.  Mechanics Ms. Amla Olkha - NO  
6.  Numerical Analysis Ms. Shinu Rani - NO  
7.  Integral Transforms Ms. Nidhi (M.Phil.) YES  Misprints 
8. B.A. / B.Sc. (Maths) III 

Year       
Algebra 
 

Mr. Gauri Shanker - NO  

9.  Discrete Mathematics 
 

Mr. Pravin Garg  
 

- NO  

10.  Complex Analysis                                 
 

Dr. P.K. De - NO  

11.  Differential equation 
 

Ms. Jaspreet Kaur (JRF) - NO  
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S.No. Class Course Teacher Model Paper 
required 

Yes                No 

Reason 

12.  Advanced Calculus Ms. Shinu Rani (JRF) 
 
 

YES - Misprints 

13. BA/BSc I Sem (Stat) Probability & Descriptive Statistics Ms. Richa Joshi  & P.K.Rai YES - New Scheme 
14. BA/BSc II yr (Stat) 

 
NA & Sampling Dist. 
 

P.K.Rai - NO  

15.  St. Inf & SQC 
 

Dr. J.S. Khan - NO  

16. BSc III (Stat.) App. Stat Ms. Kakoli - NO  
17.  Sampling Tech.& DOE 

 
Ms. Seema Mishra 
 

- NO  

18.  Practicals  
 

Ms. Seema Mishra & Dr. 
Shalini Chandra 

- NO  

19. BA I Sem  (App Stat) 
 

Basic Statistics Ms. Swati Raj (JRF) 
 

YES - New Scheme 

20.  Basic Mathematics Ms. Geetanjali (JRF) YES - New scheme 
21. BA II yr (App Stat) 

 
Th.Of Prob. & Inferential Statistics 
 

Dr. J.S. Khan 
 

YES - Out of Course 

22.  Computer Application Ms. Ms. Archana Mangal 
 

- NO  

23. B.A.III yr (App. Stat.) App. Stat Dr. Sarla Pareek 
 

- NO  

24.  Sampling tech. & DOE Ms. Jyoti Sharma - NO  
25. BTech I Sem 

 
 

Probability & Statistics   
(Sec.- C & D) 
(Sec.- D) 
(Sec.-C) 

Dr. Sarla Pareek 
Ms. Richa Joshi 
Ms. Swati Raj (JRF) 
 

- NO  

26.  Calculas (Sec.- A) 
               (Sec.- B) 

Ms. Amla Olkha 
Ms. Somya  

YES - Syllabus Changed 
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S.No. Class Course Teacher Model Paper 
required 

Yes                No 

Reason 

27. BBA III yr 
 

 

Mathematics for management Ms. Usha Sharma (JRF) YES - Syllabus Changed 

28. Btech III Sem 
 

Probability & Staistics  (CS) 
                                       (IT) 
                                       (EC) 
 

Mr. P.K. Rai  
Ms. Jaspreet (JRF)  
Ms. Isha(JRF) 
 

YES - First time introduced 

29. BCA I Sem 
 

 

Mathematics I   Batch A 
                          Batch B 

Ms. Somya Upadhyay, Ms. 
Alpna  Mishra 
Ms. Sunita Kumawat 

YES - First time 

30. BCA II yr 
 

Mathematics II  Batch A 
                          Batch B 

Ms. Geetanjali (JRF) 
Ms. Isha (JRF) 

- NO  

31. BA (CA ) I Sem 
 

Mathematics I Ms. Somya Upadhyay YES - First time 

32. BA (CA) II yr 
 

Mathematics II Ms. Sunita (JRF) - NO  

33. BCA III yr 
 

Quantitative tech. Ms. Somya Upadhyay - NO  

34. B. Pharma 
 

Basic Mathematics Ms. Usha (JRF) YES - First time 

35. M.A./M.Sc. I Sem 
 

Real Analysis Mr. Om Prakesh & Dr. Gauri 
Shankar 
 

- NO  

36.  Abstract Algebra Mr. Pravin Garg 
 

- NO  

37.  Discrete Matematics Mr. Pravin Garg 
 

- NO  

38.  Probability & Statistics Mr. P.K.Rai 
 

- NO  

39. M.A./M.Sc. 
(Pure/TCS/Stats.) III Sem   
 

Mathematical Programming Dr. Rakhee - NO  
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S.No. Class Course Teacher Model Paper 
required 

Yes                No 

Reason 

40. M.A./M.Sc.(Stat) III Sem    
 
                       

 

Demography & Advance Sampling Dr. J.S. Khan & Ms. Jyoti 
Sharma 

- NO  

41.  Design of Experiments & Linear 
Models 

Dr. Shalini Chandra & Ms. 
Seema Mishra 

- NO  

42.  Econometrics  
M.A.(Economics) 
M.Sc(Stats) 

Dr.Shalini Chandra  
Ms. Kakoli Mandal 

- NO  

43.  Time Series&Stochastic Processes Dr.Sarla Pareek & Ms. 
Madhuri (JRF) 

- NO  

44. M.A./M.Sc.( Pure ) III 
Sem     

Topology Dr. Gauri Shankar - NO  

45.  Functional Analysis Dr. P.K.De - NO  
46.  Partial Diff. Eqs. And Sp. Functions 

 
Ms. Amla Olkha 
 

- NO  

47.  Elective-I- Time Series&Stochastic 
Processes 
 

Dr.Sarla Pareek & Ms. 
Madhuri (JRF ) 

- NO  

48.  Seminar  & Term Paper Dr.P.K. De (Co-odinator), Mr. 
Om  Prakash, Dr. Deepa, Dr. 
Rakhee, Dr. Gauri Shankar 

- NO  

49. M.A./M.Sc.( TCS ) III 
Sem  

Algorithms Mr. Sanjay Sharma - NO  

50.  Theory of Computaion 
 

Mr. Vikas Pareek 
 

- NO  

51.  Operating Systems Ms. Manisha Agarwal 
 

- NO  

52.  
 
 

Elective: Mobile Computing Mr. Vikas Pareek - NO  
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S.No. Class Course Teacher Model Paper 
required 

Yes                No 

Reason 

53. M.Phil I Sem Advanced Analysis Mr. Mr. Om Prakesh YES - First Time 
54.  Elective-Population Studies Mr. P.K. Rai - NO  
55.  Queuing Theory Dr. Rakhee - NO  
56.  Discrete Mathematics* 

 
Mr. Pravin Garg - NO  

57.  Abstract Algebra* 
 

Mr. Pravin Garg 
 

- NO  

58. M.Sc. (Bioinformatics I 
Sem) 

Basic Mathematics 
 

Ms. Alpna Mishra (JRF) 
 

- NO  

59.  Statistical Techniques 
 

Ms. Richa Joshi 
 
 

- NO  

60. M.Sc.I Sem(Chem.) 
 

Mathematics for Chemistry Ms. Amla Olkha YES - First Time 

61. M.C.A. I Sem. 
 

Discrete Matematics Dr.  Deepa  Sinha - NO  

 

 

 



























   

  

Banasthali’s education ideology is to nurture women leaders in all walks of life with strong



and harmonious personality of the students through it’s  

            

         

         

           

   

 

    

  
             

         


  


      


 

          
         


         


           
         
 

        
              


              
 







           

         



          

 

 

 

 

           

      



          



 

 



 



          



 

 
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  


 – 



 



    




    




    




    







   




    



 




    




 


   




 
 


   




    




 


   




 
 


   



 



    




 


   




 
 


   




    




 


   

 – 



 



    




    




 


   




    







   



 



    







   




    







   
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


     


    



 



    




 
 



   




 
 



   




    




 
 



   

 – 

 

 



    








   









   




    





 


   



 



    




    




    




    




    




    



 



    




  


   




  
 


   




    




   

 – 



 



    




 


   

      




    




 


   





   




 



    




  


   




 


   




    




 


   







   



 



    




 


   




 
  


   




    




 


   

 – 



 



    




 
  


   




 
  


   




    

    



 



    




 


   




  


   




    




 


   

    



 



    




 
  


   




 
  


   




    

    
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 – 



 



    




    




    




    

    



 



    




    




 


   




    




 


   

    



 



    




    




    




    

    

 

     





   

     

     



   



     

     

     

     

     







     





   

     

     

 

   

            





 
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Annexure V 

Name of the Programme: M.Sc. (Mathematical Science) 

Programme Educational Objectives: 

 education ideology is to nurture women leaders in all walks of life with 

world which open doors in engineering, business, finance, computing, data science, 

health sciences and environmental sciences. The educational objective of the M.Sc. 

Mathematical Sciencesprogramme is to provide high quality education in mathematics, 

statistics, operations research and theoretical computer science in order to prepare 

students for professional careers in mathematical sciences and related fields. 

The aim of the programme is to equip students with mathematical and statistical 

knowledge to define mathematical concepts, calculate quantities, estimate solutions, 

design data collection, analyze data appropriately and interpret to draw conclusions 

from these data.It emphasizes on both theory and applications of mathematics and 

statistics and is structured to provide knowledge and skills in depth necessary for the 

employability of students in industry, other organizations, as well as in academics.  

The main objectives of the M.Sc. (Mathematical Sciences) programme are: 

 To develop an understanding of the mathematics, statistics, operations research 
and theoretical computer science as a unifying language of science. 

 To use mathematical and statistical techniques to solve well-defined real-world 
problems and understand the limitations. 

 To provide exposure to various mathematical and statistical software packages, 
including analysis and programming. 

 To develop communication and technical writing skills which enables them to 
present mathematical and statistical ideas clearly in oral and written forms using 
appropriate technical terms and deliver data analysis results. 

 To nurture skills in effective multidisciplinary teamwork and adherence to 
principles of professional accountability and ethics. 
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Programme Outcomes: 

PO1: Knowledge Domain:Demonstrate an understanding of the basic concepts in 
mathematics, statistics, operations research and theoretical computer science and their 
importance in the solution of some real-world problems.  

PO2:  Problem Analysis:Analyze and solve the well-defined problems in mathematics 
statistics, operations research and theoretical computer science. Utilize the principles of 
scientific enquiry, thinking analytically, clearly and critically, while solving problems 
and making decision. Find, analyze, evaluate and apply information systematically and 
shall make defensible decisions. 

PO3:Presentation and Interpretation of Data: Demonstrate the ability to manipulate 
and visualize data and to compute standard statistical summaries. 

PO4: Modern tool usage: Learn, select, and apply appropriate methods and 
procedures, resources, and computing tools such as Excel, MATLAB, MATHEMATICA, 
SPSS, R etc. with an understanding of the limitations. 

PO5: Technical Skills: Understand tools of modeling, simulation, and data analysis to 
bear on real-world problems, producing solutions with the power to predict and 
explain complex phenomena. 

PO6: Ethics:Analyze relevant academic, professional and research ethical problems and 
commit to professional ethics and responsibilities with applicable norms of the data 
analysis and research practices.  

PO7: Communication:Effectively communicate about their field of expertise on their 
activities, with their peer and society at large, such as, being able to comprehend and 
write effective reports and design documentation, make effective presentations. 

PO8: Project Management: Apply knowledge and understanding of principles of 
mathematics and statistics effectively as an individual, and as a member or leader in 
diverse teams to manage projects in multidisciplinary environment. 

PO9: Research Proposal:Define, design and deliver a significant piece of research work 
that is clear and concise. Demonstrate the necessary skills and knowledge of deeper 
understanding of their chosen research area. Understand the philosophy of research in 
mathematical sciences and appreciate the value of its development. 

PO10: Life- long learning:Demonstrate the ability to read and learn mathematical and 
statistical tools on their own that encourage independent exploration in the specific area 
of mathematics, statistics, operations research and theoretical computer science. 
Continue to acquire mathematical and statistical knowledge and skills appropriate to 
professional activities in the context of technological change. 
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Programme Scheme: (With specialization in pure mathematics) 

Semester I 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
401 

Algebra-I 6 0 0 6 Algebra-I 5 0 0 5 

MATH 
403 

Analysis-I 6 0 0 6  Analysis-I 5 0 0 5 

MATH 
405 

Discrete Mathematics 6 0 0 6  Discrete Mathematics 4 0 0 4 

STAT 
402 

Probability and Statistics 4 0 0 4 
STAT 

402 Probability and Statistics 4 0 0 4 

CS 415 Computer Programming 4 0 0 4 CS 415 Computer Programming 4 0 0 4 

STAT 
402L 

Probability and Statistics 
Lab 0 0 4 2 

CS 

415L 
Computer Programming 
Lab 0 0 4 2 

CS 
415L 

Computer Programming 
Lab 0 0 4 2  Computational Lab-I 0 0 4 2 

Total: 26 0 8 30 Total: 22 0 8 26 
 

Semester II 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
402 

Algebra-II 6 0 0 6 Algebra-II 5 0 0 5 

MATH 
404 

Analysis-II 6 0 0 6  Analysis-II 5 0 0 5 

MATH 
410 

Ordinary Differential 
Equations 6 0 0 6  

Ordinary Differential 
Equations 4 0 0 4 

MATH 
411 

Topology 6 0 0 6  Topology 4 0 0 4 

MATH 
409 

Numerical Analysis 4 0 0 4 
MATH 

409 Numerical Analysis 4 0 0 4 

MATH 
409L 

Numerical Analysis Lab 0 0 4 2 
MATH 

409L Numerical Analysis Lab 0 0 4 2 

            Computational Lab-II 0 0 4 2 
  Total: 28 0 4 30   Total: 22 0 8 26 
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Semester III 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
502 

Advanced Calculus 6 0 0 6 Advanced Calculus 4 0 0 4 

MATH 
508 

Functional Analysis 6 0 0 6  Functional Analysis 4 0 0 4 

MATH 
511 

Integral Transform and 
Special Functions 6 0 0 6  Operations Research 4 0 0 4 

MATH 
515 

Mathematical 
Programming 6 0 0 6  Discipline Elective-I 4 0 0 4 

  Elective-I 4 0 0 4 DisciplineElective-II 4 0 0 4 
MATH 
528P 

Term Paper 0 0 4 2  Reading Elective-I 0 0 0 2 

            
MATH 
528P Term Paper 0 0 8 4 

  Total: 28 0 4 30   Total: 20 0 8 26 
 

Semester IV 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
518 

Operations Research 6 0 0 6 Differential Geometry 4 0 0 4 

MATH 
505 

Differential Geometry 6 0 0 6  
Partial Differential 
Equations 4 0 0 4 

MATH 
519 

Partial differential 
Equations 6 0 0 6  DisciplineElective-III 4 0 0 4 

  Elective-II 4 0 0 4 Open Elective 4 0 0 4 
  Elective-III 4 0 0 4 Reading Elective-II 0 0 0 2 
MATH 
523P 

Research Paper 0 0 8 4  Dissertation 0 0 16 8 

  Total: 26 0 8 30 Total: 16 0 16 26 
 

Student can opt a course as an open elective from any discipline with prior 

permission of respective heads and time table permitting. 

 

List of Discipline Electives 
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CourseCode Course L T P C 
CS 315  Theory of Computation 4 0 0 4 
CS 528 Modeling and Simulation 4 0 0 4 
ELE 304 Digital Signal Processing 4 0 0 4 
MATH 501 Advanced Analysis (Analysis on abstract spaces) 4 0 0 4 
MATH 503 Advanced Functional Analysis 4 0 0 4 
MATH 504 Analytic and Algebraic Number Theory 4 0 0 4 
MATH 510 Integral equations and Calculus of Variations 4 0 0 4 
MATH 517 Number Theory and Cryptography 4 0 0 4 
MATH 527 Tensor Analysis and Geometry of Manifolds 4 0 0 4 
MATH 529 Theory of Games 4 0 0 4 
MATH 530 Viscous Fluid Dynamics 4 0 0 4 
  Fuzzy Logic and Belief Theory 4 0 0 4 
  Inventory Theory 4 0 0 4 
  Queuing Theory 4 0 0 4 
  Integral Transforms and Special Functions 4 0 0 4 
  Measure Theory and Advanced Probability 4 0 0 4 
  Time series and Stochastic Process 4 0 0 4 
  Coding Theory  4 0 0 4 
  Fixed Point Theory 4 0 0 4 
  Introduction to Dynamical System 4 0 0 4 
  Bio Mathematics 4 0 0 4 
  Algebraic Topology 4 0 0 4 
  Combinatorial Optimization  4 0 0 4 
  Transportation System Analysis 4 0 0 4 
  Fields and Galois Theory 4 0 0 4 
 

List of Reading Electives 

CourseCode Course L T P C 
  Network Biology 0 0 0 2 
  Fractional Calculus 0 0 0 2 
  Quantum Graphs 0 0 0 2 
  Point set topology 0 0 0 2 

  
Operational Research 
Applications 0 0 0 2 
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Programme Scheme: (With specialization in Statistics) 

Semester I 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
401 

Algebra-I 6 0 0 6 Algebra-I 5 0 0 5 

MATH 
403 

Analysis-I 6 0 0 6  Analysis-I 5 0 0 5 

MATH 
405 

Discrete Mathematics 6 0 0 6  Discrete Mathematics 4 0 0 4 

STAT 
402 

Probability and Statistics 4 0 0 4 
STAT 

402 Probability and Statistics 4 0 0 4 

CS 415 Computer Programming 4 0 0 4 CS 415 Computer Programming 4 0 0 4 

STAT 
402L 

Probability and Statistics 
Lab 0 0 4 2 

CS 

415L 
Computer Programming 
Lab 0 0 4 2 

CS 
415L 

Computer Programming 
Lab 0 0 4 2  Computational Lab-I 0 0 4 2 

Total: 26 0 8 30 Total: 22 0 8 26 
 

Semester II 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
402 

Algebra-II 6 0 0 6 Analysis-II 5 0 0 5 

STAT 
403 

Statistical Inference 6 0 0 6  Statistical Inference 5 0 0 5 

STAT 
401 

Measure Theory & 
Advanced Probability 6 0 0 6  

Measure Theory & 
Advanced Probability 4 0 0 4 

MATH 
409 

Numerical Analysis 4 0 0 4 
MATH 

409 Numerical Analysis 4 0 0 4 

CS 417 
Database Management 
Systems 4 0 0 4 CS 417 Database Management 

Systems 4 0 0 4 

MATH 
409L 

Numerical Analysis Lab 0 0 4 2 
MATH 

409L Numerical Analysis Lab 0 0 4 2 

CS 
417L 

Database Management 
Systems Lab 0 0 4 2 

CS 

417L 
Database Management 
Systems Lab 0 0 4 2 

  Total: 26 0 8 30   Total: 22 0 8 26 
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Semester III 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
515 

Mathematical 
Programming 6 0 0 6 Survey Sampling 4 0 0 4 

STAT 
517 

Time Series and 
Stochastic Process 6 0 0 6  

Time Series and Stochastic 
Process 4 0 0 4 

STAT 
507 

Design of Experiments 
and Linear Models 4 0 0 4 STAT 

507 
Design of Experiments and 
Linear Models 4 0 0 4 

STAT 
506 

Demography and 
Advanced Sampling 4 0 0 4  Computational Lab-III 0 0 4 2 

STAT 
507L 

Design of Experiments 
and Linear ModelsLab 0 0 4 2  DisciplineElective-I 4 0 0 4 

STAT 
506L 

Demography and 
Advanced Sampling Lab 0 0 4 2  DisciplineElective-II 4 0 0 4 

  Elective-I 4 0 0 4 Reading Elective-I 0 0 0 2 

STAT 
514S 

Seminar  0  0  4 2   Seminar 0 0 4 2 

  Total: 24 0 12 30   Total: 20 0 8 26 
 

Semester IV 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
518 Operations Research 6 0 0 6 Advanced Inference 4 0 0 4 

STAT 
501 

Advanced Inference 6 0 0 6 
STAT 

502 
Bayesian and Multivariate 
Analysis 4 0 0 4 

STAT 
502 

Bayesian & Multivariate 
Analysis 4 0 0 4 

STAT 

502L 
Bayesian & Multivariate 
Analysis Lab 0 0 4 2 

STAT 
502 L 

Bayesian & Multivariate 
Analysis Lab 0 0 4 2  DisciplineElective-III 4 0 0 4 

  Elective-II 4 0 0 4 Open Elective 4 0 0 4 
  Elective-III 4 0 0 4 Reading Elective-I 0 0 0 2 
STAT 
512P 

Project 0 0 8 4  Project 0 0 12 6 

  Total: 24 0 8 30   Total: 16 0 16 26 
 

Student can opt a course as an open elective from any discipline with prior 

permission of respective heads and time table permitting. 
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List of DisciplineElectives 

Course Code Course Name L T P C 
CS 523  Emerging Programming Paradigms 4 0 0 4 
CS 528 Modeling and Simulation 4 0 0 4 
MATH 516 Network Analysis and Goal Programming 4 0 0 4 
MATH 529 Theory of Games 4 0 0 4 
STAT 504 Clinical Trials 4 0 0 4 
STAT 505 Decision Theory 4 0 0 4 
STAT 508 Distribution Theory 4 0 0 4 
STAT 510 Econometric Models 4 0 0 4 
STAT 511 Non-Parametric Inference and Sequential Analysis 4 0 0 4 
STAT 513 Regression Analysis 4 0 0 4 
STAT 515 Statistical Computing 4 0 0 4 
  Queuing Theory 4 0 0 4 

  Stochastic Models 4 0 0 4 
  Demography 4 0 0 4 
  Actuarial Statistics 4 0 0 4 
  Survival Analysis 4 0 0 4 
  Reliability and Renewal Theory 4 0 0 4 
  Operations Research 4 0 0 4 
  Inventory Theory 4 0 0 4 

 

List of ReadingElectives 

Course Code Course Name L T P C 
  Step-Stress Modelling 0 0 0 2 
  Categorical Data Analysis 0 0 0 2 
  Official Statistics 0 0 0 2 
  Robust Estimation in Non-Linear Models 0 0 0 2 
  Operational Research Applications 0 0 0 2 
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Programme Scheme: (With specialization in operations research) 

Semester I 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

Course Name L T P C 

MATH 
401 

Algebra-I 6 0 0 6 Algebra-I 5 0 0 5 

MATH 
403 

Analysis-I 6 0 0 6  Analysis-I 5 0 0 5 

MATH 
405 

Discrete Mathematics 6 0 0 6  Discrete Mathematics 4 0 0 4 

STAT 
402 

Probability and 
Statistics 

4 0 0 4 
STAT 
402 

Probability and Statistics 4 0 0 4 

CS 415 
Computer 
Programming 4 0 0 4 CS 415 Computer Programming 4 0 0 4 

STAT 
402L 

Probability and 
Statistics Lab 0 0 4 2 

CS 

415L Computer Programming Lab 0 0 4 2 

CS 
415L 

Computer 
Programming Lab 0 0 4 2  Computational Lab-I 0 0 4 2 

Total: 26 0 8 30 Total: 22 0 8 26 
 

Semester II 

Existing Proposed 
Course 
 Code 

Course Name L T P C Course 
 Code 

CourseName L T P C 

MATH 
402 

Algebra-II 6 0 0 6 Algebra-II 5 0 0 5 

MATH 
404 

Analysis-II 6 0 0 6 
 

Analysis-II 5 0 0 5 

CS 209 Data Structures 4 0 0 4  
Ordinary Differential 
Equations 4 0 0 4 

MATH 
409 

Numerical Analysis 4 0 0 4 MATH 
409 

Numerical Analysis 4 0 0 4 

CS 417 
Database Management 
Systems 4 0 0 4 CS 417 

Database Management 
Systems 4 0 0 4 

CS 
209L 

Data Structures Lab 0 0 4 2 
MATH 
409L 

Numerical Analysis Lab 0 0 4 2 

MATH 
409L 

Numerical Analysis 
Lab 

0 0 4 2 
CS 
417L 

Database Management 
Systems Lab 

0 0 4 2 

CS 
417L 

Database Management 
Systems Lab 0 0 4 2             

  Total: 24 0 12 30   Total: 22 0 8 26 
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Semester III 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

Course L T P C 

MATH 
509 

Fuzzy logic and Belief 
Theory 6 0 0 6 Queuing Theory 4 0 0 4 

MATH 
522 

Queuing Theory 6 0 0 6 CS 209 Data Structures 4 0 0 4 

STAT 
507 

Design of Experiments 
and Linear Models 4 0 0 4  Inventory Theory 4 0 0 4 

MATH 
515 

Mathematical 
Programming 6 0 0 6 CS 

209L Data Structures Lab 0 0 4 2 

STAT 
507L 

Design of Experiments 
andLinear Models Lab 0 0 4 2  DisciplineElective-I 4 0 0 4 

  Elective-I 4 0 0 4 DisciplineElective-II 4 0 0 4 
MATH 
525S 

Seminar 0 0 4 2  Reading Elective-I 0 0 0 2 

            Seminar 0 0 4 2 
  Total: 26 0 8 30   Total: 20 0 8 26 
 

Semester IV 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

Course L T P C 

STAT 
516 Theory of Reliability 6 0 0 6 Reliability and Renewal 

Theory 4 0 0 4 

MATH 
512 

Inventory Theory 6 0 0 6 MATH 
516 

Network Analysis & Goal 
Programming 4 0 0 4 

MATH 
516 

Network Analysis& 
Goal Programming 4 0 0 4 MATH 

516L 
Network Analysis & Goal 
Programming Lab 0 0 4 2 

MATH 
516L 

Network Analysis & 
Goal ProgrammingLab 0 0 4 2  DisciplineElective-III 4 0 0 4 

  Elective-II 4 0 0 4 Open Elective 4 0 0 4 
  Elective-III 4 0 0 4 Reading Elective-II 0 0 0 2 
MATH 
520P 

Project 0 0 8 4  Project 0 0 12 6 

    24 0 8 30     16 0 16 26 
 

Student can opt a course as an open elective from any discipline with prior 

permission of respective heads and time table permitting. 
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List of Electives 

Course Code Course Name L T P C 
CS 523  Emerging Programming Paradigms 4 0 0 4 
CS 528 Modeling and Simulation 4 0 0 4 
MATH 507 Financial Mathematics 4 0 0 4 
MATH 513 Marketing Management 4 0 0 4 
MATH 529 Theory of Games 4 0 0 4 
STAT 401 Measure Theory and Advanced Probability 4 0 0 4 
STAT 505 Decision Theory 4 0 0 4 
STAT 510 Econometric Models 4 0 0 4 
STAT 517 Time Series and Stochastic Process 4 0 0 4 
  Combinatorial Optimization  4 0 0 4 
  Transportation System Analysis 4 0 0 4 

  Stochastic Models 4 0 0 4 
  Fuzzy logic and Belief Theory 4 0 0 4 
  Partial Differential Equations 4 0 0 4 
 

List of Reading Electives 

CourseCode Course Name L T P C 
  Selected Applications of Stochastic Models 0 0 0 2 
  Operational Research Applications 0 0 0 2 
  Step-Stress Modelling 0 0 0 2 
  Categorical Data Analysis 0 0 0 2 
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Programme Scheme: (With specialization in theoretical computer science) 

Semester I 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

Course L T P C 

MATH 
401 

Algebra-I 6 0 0 6 Algebra-I 5 0 0 5 

MATH 
403 

Analysis-I 6 0 0 6  Analysis-I 5 0 0 5 

MATH 
405 

Discrete Mathematics 6 0 0 6  Discrete Mathematics 4 0 0 4 

STAT 
402 

Probability and 
Statistics 4 0 0 4 

STAT 

402 Probability and Statistics 4 0 0 4 

CS 415 
Computer 
Programming 4 0 0 4 CS 415 Computer Programming 4 0 0 4 

STAT 
402L 

Probability and 
Statistics Lab 0 0 4 2 

CS 

415L 
Computer Programming 
Lab 0 0 4 2 

CS 
415L 

Computer 
Programming Lab 0 0 4 2  Computational Lab-I 0 0 4 2 

Total: 26 0 8 30 Total: 22 0 8 26 
 

Semester II 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

Course L T P C 

MATH 
402 

Algebra-II 6 0 0 6 Algebra-II 5 0 0 5 

MATH 
404 

Analysis-II 6 0 0 6  Analysis-II 5 0 0 5 

CS 209 
Data Structures 4 0 0 4  

Ordinary Differential 
Equations 4 0 0 4 

MATH 
409 

Numerical Analysis 4 0 0 4 MATH 
409 

Numerical Analysis 4 0 0 4 

CS 417 
Database Management 
Systems 4 0 0 4 

CS 417 
Database Management 
Systems 4 0 0 4 

CS 
209L 

Data Structures Lab 0 0 4 2 MATH 
409L 

Numerical Analysis Lab 0 0 4 2 

MATH 
409L Numerical Analysis Lab 0 0 4 2 CS 

417L 
Database Management 
Systems Lab 0 0 4 2 

CS 
417L 

Database Management 
Systems Lab 0 0 4 2             

  Total: 24 0 12 30   Total: 22 0 8 26 
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Semester III 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

Course L T P C 

MATH 
515 

Mathematical 
Programming 6 0 0 6 CS 315 Theory of Computation 4 0 0 4 

CS 315 Theory of Computation 4 0 0 4 CS 209 Data Structures 4 0 0 4 

CS 213 
Design and Analysis of 
Algorithms 4 0 0 4 CS 308 Operating Systems 4 0 0 4 

CS 308 Operating Systems 4 0 0 4 CS 528 Modeling and 
Simulation 4 0 0 4 

CS 
213L 

Design and Analysis of 
Algorithms Lab 0 0 4 2 

CS 

209L Data Structures Lab 0 0 4 2 

CS 
308L 

Operating Systems Lab 0 0 2 1  DisciplineElective-I 4 0 0 4 

  Elective-I 4 0 0 4 Reading Elective-I 0 0 0 2 
MATH 
526S 

Seminar 0 0 4 2 MATH 
526S Seminar 0 0 4 2 

  Total: 22 0 10 27   Total: 20 0 8 26 
 

Semester IV 

Existing Proposed 

Course 
 Code 

Course Name L T P C Course 
 Code 

Course L T P C 

CS 313 Software Engineering 4 0 0 4 CS 315 Software Engineering 4 0 0 4 

CS 528 
Modeling and 
Simulation 4 0 0 4 CS 213 

Design and Analysis of 
Algorithms 4 0 0 4 

MATH 
518 

Operations Research 6 0 0 6 
CS 

213L 
Design and Analysis of 
Algorithms Lab 0 0 4 2 

  Elective-II 4 0 0 4 DisciplineElective-II 4 0 0 4 
  Elective-III 4 0 0 4 Open Elective 4 0 0 4 
MATH 
521P 

Project 0 0 8 4  Reading Elective-II 0 0 0 2 

            Project 0 0 12 6 
    22 0 8 26     16 0 16 26 

Student can opt a course as an open elective from any discipline with prior 

permission of respective heads and time table permitting. 

 

List of Electives 

CourseCode Course Name L T P C 



Annexure V 

CS 419  Distributed Computing 4 0 0 4 
CS 427 Parallel Computing 4 0 0 4 
CS 431 Real Time Systems 4 0 0 4 
CS 433 Soft Computing 4 0 0 4 
CS 436 Web Development and .Net Framework 4 0 0 4 
CS 436L Web Development and .Net Framework Lab 4 0 0 4 
CS 502 Advanced Communications and Networks 4 0 0 4 
CS 502L Advanced Communications and Networks Lab 0 0 4 2 
CS 507 Artificial Intelligence 4 0 0 4 
CS 510 Client-Server Computing and Applications 4 0 0 4 
CS 517 Data Communication and Networking 4 0 0 4 
CS 517L Data Communication and Networking Lab 0 0 4 2 
CS 527 Mobile Computing 4 0 0 4 
ELE 304 Digital Signal Processing 4 0 0 4 
MATH 529 Theory of Games 4 0 0 4 
STAT 401 Measure Theory and Advanced Probability 4 0 0 4 
STAT 517 Time series and Stochastic Process 4 0 0 4 
 

 

List of Reading Electives 

CourseCode Course Name L T P C 
  Operational Research Applications 0 0 0 2 
  Categorical Data Analysis 0 0 0 2 
  Network Biology 0 0 0 2 
  Fractional Calculus 0 0 0 2 
  Quantum Graphs 0 0 0 2 
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      
       

    
 




        



       
       

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
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 


 


 




 


 



 
 


 













 
 






 


 






 











 


 


 























 •

•

•








 














 





















































 






















 



 


 




























 













     
 

 



     



  












 












 


 


  


 












































      
      

    







        













       
        













































































 

































































•

•

•
•



































































 



























 




















 


       



 





 





















 















 



  


















 








 

 







 







 



































 













    


 















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   
   
  

       






   
    
  
   
   


   
   
   


   
  

   
   


     
   

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







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
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







 


 




 



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  

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